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		Introduction

		The material presented in this unit is taken from SD805 ‘Issues in Brain and Behaviour’ – a 60-point postgraduate course within the Frontiers in Medical Science strand of The Open University's M.Sc in Science Programme. SD805 consists of two topics that are of immense worldwide social, economic, ethical, and political importance – ‘Addiction’ and ‘Neural Ageing’. Of note is that in SD805, the term ‘neural ageing’ is used to mean ageing as it impacts upon the nervous system and behaviour – not the ageing of other body systems or organs. The material presented in this unit examines, at a Master's level of post-graduate scholarship, some of the biological and psychological issues underlying addictive behaviours and the ageing of the nervous system.

		The aim of this unit is to present a short exploration of original research articles and detailed commentaries taken from SD805, within a framework that highlights the complex nature of addiction and neural ageing. The content of the material requires background knowledge and understanding at the level of a first degree in science or in a science-based subject. Open University students studying SD805 have access to a wide range of course materials, internet resources as well as tutor support. In this standalone unit the emphasis is therefore very much on your own assessment of the material to derive an academic understanding of the relevant issues being considered. Having read and critically evaluated the material, you should nevertheless be able to appreciate that a coherent scientific explanation of addiction and neural ageing requires the integration of information obtained from different levels of biological and psychological analysis.

		
			Learning outcomes

		

		After studying this unit you should be able to:

		
				understand the complex nature of addiction and neural ageing from both biological and psychological perspectives;

				recognise the contribution of different scientific disciplines to our understanding of several contemporary topics in addiction and neural ageing;

				critically evaluate and discuss specific scientific arguments related to addiction and neural ageing;

				communicate the importance of an interdisciplinary approach to studying issues in biological psychology, using addiction and neural ageing as examples.

		

	
		1 Issues in brain and behaviour

		1.1  Popular conceptions about addiction and neural ageing

		First of all, consider the following statements found in popular information media:

		
				
				Some addictions are in the mind, like that to shopping, gambling or the internet, whereas others are in the body, like an addiction to heroin, alcohol or food.

			

				
				Once you have tried cannabis, you are hooked for life. The craving for cannabis will never go away.

			

				
				The thinking patterns of an addicted brain can never be changed.

			

				
				Smoking is not all bad news – it improves your memory and stops you going senile.

			

				
				The brains of elderly people work more slowly than those of young people.

			

				
				Exercise and diet are key to preventing Alzheimer's and other neurodegenerative diseases.

			

				
				In the mountains of southern Russia, people regularly live to 120 because they eat pure honey and breath unpolluted air.

			

		

		Such statements illustrate several common points. Firstly, people have opinions on factors that affect addiction and neural ageing that either do, or do not, have some basis in hard factual evidence. They are prepared to make claims based on anecdotes, for example, that cannabis is, or is not, addictive and that smoking helps to protect against Alzheimer's disease. Second, some things are said to be based on events in the body (e.g. heroin addiction) but others are thought not to be (e.g. a shopping addiction). Such thinking separates behavioural and psychological states from brain states. Lastly, environmental factors (shopping and the internet; honey and clean air) are thought to operate independently of genetic or social factors.

		These media sound bites are effective and persuasive but they are bland statements that mask the complexity of the topics. Indeed, since we all engage in potentially addictive behaviours and we all age, how true are these statements? Moreover, to what extent are such statements supported by unequivocal scientific data? We start to explore, at an advanced level of enquiry, some of these issues in this unit.

	
		2 Addiction

		2.1 Introduction

		Professor Trevor Robbins of Cambridge University, an expert in cognitive neuroscience, commented that:

		
			Our understanding of the nature of drug addiction over the last few decades has depended on several important theoretical insights and empirical findings from studies or experiments conducted from a variety of perspectives – for example: from neuropharmacological studies of the mechanisms of action of drug abuse; from a study of underlying brain systems, using the techniques of basic neuroscience; from the application of cognitive and conditioning theories to the behavioural and psychological mechanisms underlying addiction; from clinical observations of drug addicts; and from sociological studies of the context of drug-taking behaviour.

			(SD805 Addiction Literature Research)

		

		It is possible to broaden out these perspectives to include not only drug addiction but also other addictive behaviours. In so doing, a number of specific issues can be defined which provide a scaffold on which you can begin to build a scientific understanding and appreciation of addiction.

		2.2 Specific issues in addiction

		
				
				The term ‘addiction’ carries a number of different meanings. The word is generally used with reference to drugs (e.g. heroin, nicotine, alcohol), where a person is described as being ‘dependent on’ or ‘addicted to’ a substance. Also, substances are described as ‘addictive’ or ‘non-addictive’, implying that addiction is an intrinsic property of the substance. Some people are addicted to food. Given that food is necessary, in what sense is food addictive? There is confusion here, since it is known that some people can be occasional or recreational users of so-called ‘hard’ drugs without this profoundly disrupting their lives or without them becoming apparently ‘addicted’ – they seem to have ‘will-power’ or conscious control over the ‘substance’. Conversely, people can also be described as seriously addicted to non-chemicals, such as one another, music or football, or even television, the internet, computer games, or gambling (e.g. the National Lottery). An important aspect of understanding addiction is trying to establish just what we mean by the term ‘addiction’.

			

				
				Addiction to drugs has been around for a long time – with fashion and availability dictating use. It is estimated that 1-in-50 people in inner-city areas take heroin or cocaine regularly. As many as 1-in-12 twelve-year-olds are reported to have taken drugs. Drug taking is a serious, escalating problem. ‘Folk psychology’ attempts to provide an explanation. For example, people with an addiction are sometimes described as ‘weak-willed’, lacking in ‘self-restraint’ or ‘self-discipline’; though quite what these terms explain is not at all obvious! It has also been suggested that addicts take drugs because the pleasure that they derive from doing so is greater than any alternative pleasures that life might have to offer.  Others might draw attention to the withdrawal symptoms that addicts experience when they try to stop taking drugs, or suggest that addiction is a mixture of pleasure and pain.

			

				
				In the mid-1990s, a new emphasis to the topic of addiction appeared that was of massive widespread social, legal and economic importance. This was the controversy as to whether nicotine is addictive. The discussion immediately took the issue of scientific definition beyond the borders of learned journals in psychology, medicine and philosophy and placed it right in the law chambers and thereby onto the floor of the Stock Exchange. It is known that rats can be persuaded to press levers for the reward of intravenous cocaine or heroin. Does this behaviour capture something of the nature of human addiction? In a court of law, could we defend the argument that a laboratory rat pressing a lever for the reward of a drug is a valid model of human addiction?

			

				
				Humans differ widely in their tendency to become addicted. Can we therefore identify an ‘addiction-prone personality’, someone who is perhaps genetically predisposed, or susceptible, to developing a particular addiction? Maybe one day we will be able understand this genetic predisposition, and its subsequent development throughout the whole of a person's life, in terms of all the relevant biological, psychological and environmental factors experienced by the individual.

			

				
				Scientists are able to identify parts of the brain that are specifically targeted by addictive drugs. Particular, identifiable chemical messengers are implicated. Indeed, through the advances in imaging activity in the human brain, it is now possible to identify the spatiotemporal pattern of neural activity in specific areas of an addict's brain. Therefore, in order to understand addiction you will need to have some familiarity with the structure and function of the nervous system, especially the brain. We suggest that you consult a reference textbook, such as Carlson (2007). (Note: If you are new to neuroanatomy, don't be put off by the strange-sounding Latin names and the seeming inpenetrability of the subject – take your time to learn about regions in the brain and the pathways that interconnect them. In fact, the functional neuroanatomy of addiction relates to only a handful of key brain regions and pathways.)

			

				
				The background readings and associated sources of information provided in this unit will introduce you to the psychology you will need in order to understand addiction. Since in this unit we are trying to develop an integrative approach to understanding brain and behaviour, it is important that you adopt an open-minded attitude in reading the material. So, what study approach offers the best prospect of an integrated understanding of the subject of addiction?

			

				
				The temptation is to suggest that there are physical addictions, such as that to heroin or cocaine, and psychological addictions, such as the emotional attachment to another individual, which we call love. Popular culture suggests this neat division, but we would urge you to consider that all addictions involve both physical and psychological aspects. Presumably, the brain of an addicted lover is different from the brain prior to developing the addiction, just as that of a heroin addict is different from that of a non-addict. Nature does not fracture along neat lines into psychology and biology; in fact, the fracture lines cross many subject boundaries. The study of addiction is truly interdisciplinary, as you will find out. Remember, don't be afraid to ask as many questions as you need to understand the issues, no matter how seemingly trivial – ‘there are no silly questions, only silly answers’. Every good student should ask more questions than there are answers.

			

				
				You should also bear in mind that all scientific writing is, in part, an act of deliberate persuasion. Each author is trying hard, sometimes too hard, to convince you that his or her point of view is the right one, and in some cases the only one! Therefore, you will need to develop a keenly critical and somewhat sceptical approach in assessing the validity of what you read in the selected readings presented in this unit, or indeed on any aspect of the subject matter, for example the general statements in Section 1.1 (above). However, this can lead you into ‘the quagmire of doubt and unknowing’; but don't worry, this is an entirely healthy place to be – a good constructive scientific attitude and approach will get you out.

			

		

		2.3 Central questions in addiction

		Arising out of these issues, it is possible to define questions central to a study of addiction. Take time to consider and answer these questions:

		
				
				The scope of addiction. For example, to what sorts of substances and situations might a person be described as ‘addicted’?

			

				
				The circumstances under which a person will become an addict. Is a tendency to become addicted inherent in the properties of certain substances or is environmental context important? When does a person become an addict?

			

				
				The problems that come from trying to define the term ‘addiction’. We all use this term in our everyday speech (for example, we might talk about addiction to work, food, sex or golf), but what does this mean? What are the defining features of an addictive behaviour?

			

				
				The criteria for using the term ‘addiction’ are not always as scientific as we might like; they also involve moral, legal, social and economic considerations.

			

				
				What is it like to be an addict? For example, how does it feel? Do addicts have normal emotions? What do addicts think about? How much insight does an addict have regarding his/her own behaviour? To what extent do addicts adhere to ‘social conventions’? Should treatment for alcohol addiction involve a strict policy of total abstinence or a regime of controlled alcohol intake?

			

				
				What are the biological and neurological bases of addiction? Are there certain parts of the brain that have a particular role in addiction? Are there particular natural chemicals in the brain that play a special role in addiction? Is addiction a disease? Can these natural chemicals be altered to prevent addiction?

			

				
				How have different theories and models been applied to addiction? How successful have these applications been or are they currently too abstract? Are such theories of addiction mutually incompatible, or does each theory contain some truth? How can we reconcile or unify the different theories?

			

				
				Are there genes that ‘predispose’ an individual towards addiction? What do we mean by ‘predispose’ and how does any such predisposition interact with other factors? Can we use genetics to predict who's at risk of addiction (genetic screening). Might we eventually be able to predict what substances or activities a ‘susceptible’ individual will be preferentially addicted to at particular stages in their lives? Will it be possible to modify genes to affect addictive behaviours?

			

		

		In summary, the principal themes within addiction can be summarised by the key questions listed below.

		
				
				What is an addiction?

			

				
				What defines an addict?

			

				
				What biological, neurological, physiological, psychological, social and genetic factors underlie addiction? How are these factors interrelated?

			

				
				To what extent can addictive behaviours be predicted and altered?

			

				
				What will future research reveal about the nature of addiction and addictive behaviour?

			

		

		We will explore some of these questions in the articles in Section 3.

	
		3 Addiction: selected readings

		3.1 Addiction article 1

		The first selected reading provides a wide ranging review of the theories associated with addiction illustrating how the subject can be investigated at a number of different levels of analysis. The second article explores one particular level further, the pharmacology of drug addiction, and asks why specific drugs are more likely to induce addictive behaviour.

		3.1.1 Before reading this article:

		Take some time to think about what ‘addiction’ means to you – how chemical and non-chemical substances can be abused and how they can lead to dependent behaviour that can affect individuals and the society in which they live. Write down your ideas.

		This short exercise may be useful to establish your personal viewpoint on the subject of ‘addiction’. Your perspective may result from knowing someone who is addicted and having personal experience of the factors that are involved, or perhaps, your insights are more academic and derived from studying scientific literature or other media.

		Before reading the extract, you may wish to study the neuroanatomy of the mesolimbic-frontocortical system. The location of this system in the rat brain can be found in the textbook supporting SD805 – Carlson (2007) pp. 113–128.

		Click to view extract from Carlson article'
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		Now read Addiction Article 1 by Teesson, M., Degenhardt, L. and Hall, W. (2002) Addictions, Chapter 4, ‘Theories of addiction: Causes and maintenance of addiction’, pp. 33–47, Psychology Press Ltd, Brighton.

		Click to view 'Teesson article'
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		3.1.2. After reading this article:

		The chapter by Teesson et al. (2002) will have presented you with a clearly written initial orientation to addiction. The article introduced addiction at several different levels of explanation in what the authors term a ‘biopsy chosocial model’ (p. 47). Such an integrated model is at the heart of the approach taken in presenting the SD805 course. In retrospect, your personal viewpoint may now appear fragmented, with apparently disconnected topics or perhaps with a cluster of biased opinions. Teesson et al. should have persuaded you that the subject of addiction and drug dependence is complex, integrated, wide-ranging and far from well understood.

		The first level of the ‘biopsy chosocial model’ explained drug dependence in terms of the biological effects on the brain and nervous system, and detailed the molecular and cellular sites of specific drug action (p. 34). The article concentrated on the two principal nerve systems in the brain that are affected by drug abuse. The first pathway is the ‘mesolimbic-frontocortical dopamine system’ (containing the mesolimbic and mesocortical dopamine pathways), which is central to processing neural information about meaningful stimuli and pleasure. The second pathway involves endogenous opioids that are involved in satiation and consummatory aspects of reward. The integrated function of both systems underlies pleasure and reward. Don't worry if these are unfamiliar concepts, as their importance will gradually unfold as you progress through the introductory articles. The second level of the model provided an introduction to the theme of genetics – a fundamental topic in addiction research, which is considered in greater depth in an article by Dick and Foroud (Dick D.M., Foroud T. (2003) Candidate genes for alcohol dependence: a review of genetic evidence from human studies. Alcohol Clin Exp Res. May; 27(5): 868–79.). The third level went on to discuss the classical psychological approaches to understanding drug dependence – behavioural models, cognitive theories, personality theories and models of rational choice. Here again, some of these topics will be explored in greater depth as the course progresses.

		Teesson et al. conclude their article with a consideration of what they call ‘contextual factors’, i.e. social and environmental issues that are implicated in substance use, abuse and dependence. Contemporary research indicates that such factors cannot be ignored: the sociocultural background of a person will greatly affect their vulnerability to addictive behaviour and to possible subsequent treatment and therapy.

		The ‘Summary’ on pp. 46–47 is a particularly good concise overview of research into addiction and addiction disorders. One important point emphasised by Teesson et al., that will recur frequently, is that there are clearly several levels of interrelated research – genetic, molecular, neuropharmacological, psychological and sociocultural – into how and why people become and remain addicted to psychoactive substances and activities. What is currently needed is an integrated approach to the subject area, drawing the various strands together into a more coherent theory of the nature of addiction. Many people who study addiction are unaware of the different areas and levels of enquiry and how they interrelate – bear these latter points in mind as you continue your studies.

		Teesson asks the question (p. 38): ‘Do persons have a vulnerability towards one specific drug, or is there a more general vulnerability to a class of drugs or, indeed, to any psychoactive substance?’ Some of the issues underlying this question are taken up in the next article.

		Click to view 'Dick and Foroud' article
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		3.2 Addiction article 2

		This second article explores some pharmacological aspects of drug addiction. By considering relevant neurochemistry and neurophysiology, it addresses the issues of why some drugs are more prone to induce addiction than others, and how addiction can be combated.

		The article is a specially commissioned commentary from a tutor on the SD805 course who is an expert in the area of neuropharmacology. The commentary refers to eight key papers (some of which you will have direct access). It also identifies some others that will let you probe specific topics in additional detail. You are advised to read through the commentary completely before turning to the reference papers cited, because the text includes material that will make some of the papers easier to follow.

		Now read Addiction Article 2 by Heading, C. (2005) Addiction Potential of Medicinal Drugs. OU Commissioned Commentary.

		Click to view 'Heading article'
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		4 Neural ageing

		4.1 Introduction

		The second topic in this unit concerns neural ageing – remember the term ‘neural ageing’ is used to mean ageing as it impacts upon the nervous system and behaviour, not the ageing of other body systems or organs. So how and why does neural ageing occur? Can we postpone it? Is it possible to improve the quality of life of older adults? These are just a few of the questions that arise in the study of ageing and which are of concern to a society where there is an increasing number of older adults (people over 65) in the population. Ageing of the human population is not limited to only some nations or some regions. Rather, it is a global phenomenon, which affects all countries and all people. New medical discoveries, improved healthcare delivery and the currently declining birth rate in industrially developed countries, have resulted in older adults constituting an ever-increasing proportion of the total population. Although the presence of so many older adults – and the potential for so many more – represents a human triumph over disease, it also presents a challenge to society. Therefore, the recent scientific progress in understanding the fundamental biological processes of ageing is well-timed to address the growing problems of adjusting to, and caring for, the increasing numbers of older adults in the population.

		4.2 Definitions of ageing

		The term ‘ageing’ carries a number of different meanings. It encompasses changes that occur at many levels, from the population down to the molecular. Even at a single level, ageing does not represent a single process, but many processes, which may operate independently. Therefore, the challenge of defining ageing is more complex than it might first appear. At the level of a population, ageing is seen as the progressive increase in mortality with age, often called a ‘mortality pattern’. In population studies, emphasis is thus on the probability of dying, as a function of age, and not on the individual aspects of ageing, as reflected in the changes of a variety of body functions. In studies of ageing at the level of the individual, as in this course, the emphasis is on the patterns of changes that occur during adulthood as the individual matures and grows old.

		Ageing is one of the great biological mysteries. Some humans (and certain species of animals and plants) live for decades, whereas their close relatives may have much shorter lifespans. Why is this, and why does ageing occur at all? Many theories to explain the phenomenon/process of ageing have been proposed. These theories fall into two main categories; evolutionary and mechanistic, attempting to explain why ageing has evolved and how ageing occurs, respectively. Although fascinating, consideration of evolutionary theories of ageing is beyond the scope of this course; here we focus on the mechanisms of neural ageing, at the system, cellular and molecular levels, and how age-related changes impact on the functioning of the brain and the quality of life of older individuals. The ageing of an individual is manifest by changes in the tissues and organs, which are made up of cells. Therefore, we need to study ageing at the cellular level, which in turn will bring us to the level of the genes, and of the molecules of which cells are made. It is crucial to recognise and take into account the interactions of genes and gene products with the environment, in the ageing process. Therefore, we must consider ageing as a complex phenomenon that reflects the influences of genetics, the physical, chemical and social environment, and also individual behaviour.

		4.3 Genes and ageing

		It is often assumed that ageing is genetically determined, because each species has a characteristic, well-defined maximum lifespan. Such differences between species could lead us to look for ‘ageing genes’, inherited in some human families (and certain other species) but not in others. Indeed, genes are activated throughout the lifetime of every individual, but the pattern of gene expression within a particular cell type may change during the lifespan. It is now widely accepted, however, that genes that solely affect the ageing process do not exist; rather the evidence suggests that any effects of particular genes on ageing and/or longevity exert these effects because they were selected for beneficial roles earlier, during reproductive life. Hence a gene that confers reproductive advantage early in life, but a negative effect later in life (a phenomenon known as antagonistic pleiotropy) could persist in the population. What has become apparent over the many years that ageing has been studied is the variation in the rate and extent of the process; even between genetically similar strains of laboratory animals. Gene-environment interactions can affect age associated changes in cells, tissue functions and overall lifespan. There is no doubt that certain styles of living may predispose one to an early death. One simple but striking example of this effect is the difference in the lifespan between honey-bee queens and workers in a beehive. Even though both have a similar genetic make-up, the lifespan of a worker is only few months, whereas a queen may live for a decade or more. Evidence suggests that this difference is indeed due to the difference in lifestyle. Another simple example of gene–environment interactions is reflected in the trends in mortality due to specific diseases among men of Japanese ancestry who live in the USA or Japan. Widespread screening for cardiovascular disease has shown that the prevalence of coronary heart disease (CHD) among men of Japanese ancestry living in the USA is about twice that among those living in Japan. This is unlikely to be due simply to the fact that the Japanese in Japan have some intrinsic biological advantage. These differences in incidence of CHD must be due to differences in environment or lifestyle. Such considerations are also very relevant to the addiction strand of the course, as an important issue for modern medicine is the influence of a drug user's lifestyle on his or her longevity.

		4.4 Mechanisms that affect ageing of cells

		So what are the causes of cellular ageing? A variety of causal mechanisms has been proposed, as you shall see. Many of these mechanisms of ageing are intrinsic, i.e. a result of normal cellular activity; but some may be extrinsic – a result of environmental or lifestyle factors. Any mechanisms that affect the ageing of cells are likely to affect the ageing of neurons and glia, the cellular components of the nervous system.

		4.5 The ageing brain

		The cellular components of the human brain are remarkably heterogeneous, both morphologically and functionally. The brain is a very complex structure, composed of around one hundred thousand million (i.e. 1011) neurons. These nerve cells share the biochemical components and intracellular ‘machinery’ of all other living cells. Unlike most other cells, however, they are ‘post-mitotic’; that is, they do not divide and must therefore ‘last’ for a lifetime. They also have particular features that are not possessed by other types of cells and which relate to their specialised function as nerve cells: the ability to transmit nerve impulses and to synthesise and release different chemical messengers, known as neurotransmitters. Each neuron in the brain makes specialised contacts (synapses) with, and thereby ‘signals’ to, many other neurons; this circuitry is essential to ‘higher’ neural function. Moreover, while other body organs are able to utilise a variety of alternative biological fuel molecules, such as sugars, fats and amino acids, except under conditions of starvation the brain can utilise only blood glucose. So, although the cells of the brain are in most ways similar to other cells, changes to their structure or function that may occur during ageing can have profound effects on the function of the nervous system as a whole, and in consequence on the functioning of other body systems that depend upon normal brain activity.

		Recent evidence has shown that – in contrast to what was previously believed – only relatively few neurons die as we grow older. While this is clearly ‘good news’, it also means that nerve cells can accumulate a lifelong ‘catalogue of insults’. We are only now, with the advent of more sophisticated technologies for studying cells, beginning to characterise and understand the nature of these changes.

		4.6 Consequences of neural ageing

		While we are beginning to understand the underlying molecular and cellular changes that take place in the ageing brain, the consequences of these changes are all too familiar. As people age, their mental competence may change and their ability to cope with the demands of everyday life may alter. A decline in the speed of acquisition of new information is typical of people in middle and old age.

		Cognitive psychologists studying memory ask questions such as:

		
				
				To what extent are observed declines in memory a function of ageing as such, and to what extent are they attributable to other factors, such as educational or job experience, differences in motivation, or differences in health?

			

				
				Is there an age-related decline in every type of memory during ageing? 

			

		

		To address these questions, cognitive psychologists studying neural ageing have developed specific memory assessment procedures to enable them to understand age differences in memory in older adults. Using memory assessment procedures and personal interviewing approaches, psychologists study memory changes in the population of older adults by tracking the same people year after year as they age. Advancing age is the greatest risk factor for development of the two main human neurodegenerative disorders: Alzheimer's disease (AD) and Parkinson's disease (PD). These two diseases, and some others, are characterised by the occurrence of distinct neuronal changes – in particular, neuronal death and the increased presence of ‘senile plaques’ and ‘neurofibrillary tangles’, which you will read about in the Selected Readings that follow. The relationship of these two ‘pathological’ features to disease onset and progression is still a matter of debate, as you will find out, not least because they are also found in ‘normal’ ageing brains. Exactly why ageing is the major risk factor for AD and PD is largely a mystery; but it is clear that if we wish to understand the mechanisms underlying age-related brain diseases, as well as brain physiology during senescence, we need to study the brain during healthy, normal ageing. However, until recently, changes in the properties (such as gene expression) of brain cells during healthy ageing received less attention than studies of cells in specific brain diseases. A tragic consequence of these neurodegenerative disorders is dementia. However, this term encompasses a range of conditions, and dementias can have other causes. Recently, the World Health Organization has agreed a classification of different types of dementia. Over the last 40 years or so, the average human lifespan has increased by more than 20 years – an extra 20 years spent in an environment that has become more chemically polluted and much more complex, both socially and physically. Perhaps it is not surprising then, that in recent years there has been a progressive increase in the incidence of not only brain disorders that are stress- and environment-related, but also age-related neurodegenerative disorders.

		4.7 Ageing brains: hope for the future

		Due to the enormous progress in the field of molecular and cell biology, new avenues in brain research have opened up. In the past few years, investigators have shown that the ageing brain has several natural mechanisms for promoting recovery. If these mechanisms can be understood, it may be possible to draw upon them in order to preserve brain functioning at ‘higher’ levels during ageing. Among the most promising studies in humans are those that have shown that physical and mental activity can influence brain chemistry and may aid in the maintenance of brain function with ageing. Another exciting advance in the study of the nerve cells that make up the brain is the discovery that new neurons can be produced in adulthood, from a pool of unspecialised cells called neural stem cells – a process known as neurogenesis. The degree to which neuronal replacement can occur, and the extent, locations and triggers for neurogenesis are not yet known, but are being intensively studied. While it remains the case that the brain as a whole has limited powers of repair, the potential use of stem cells offers new hope for future therapy for degenerative brain diseases.

	
		5 Neural ageing: selected readings

		5.1 Introduction

		Two articles taken from the Selected Readings of the Neural Ageing strand of the SD805 course are presented below. These articles focus on two important areas in the study of neural ageing. In a general review Concar (2001) surveys the evidence whether it is possible to stay young forever, and in a more detailed scientific article Esteban considers the role of β-amyloid (Aβ) peptide accumulation which is thought to be crucially involved in the development of Alzheimer's disease. Each article is accompanied by a commentary to help you make sense of the scientific content.

		5.2 Neural ageing: article 1

		Now read Neural Ageing Article 1:  Concar, D. (2001) ‘Forever young’, New Scientist, 171, pp. 26–27.

		Click to view 'Concar article'
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		This article addresses an area of ageing research that receives much publicity: whether or not ageing can be slowed down and lifespan can be increased by various interventions. Concar effectively eliminates some of the popular myths about such interventions, and also highlights an important point; that is, the difficulty in use of relatively simple ‘model’ or laboratory organisms – which have relatively short lifespans and are usually ‘inbred’ and so are genetically similar – to provide information that can be extrapolated to the ageing of complex long-lived organisms such as humans. The article refers to three still-popular interventions: free radical scavengers, calorie restriction and growth hormone supplements. While the free radical theory is widely accepted, and calorie restriction remains the only intervention to consistently retard age-associated pathologies and increase lifespan in laboratory animals (including small mammals such as rats and mice), it is clear that unregulated use of these interventions can be harmful. The use of growth hormone supplementation is of increasing concern, now that such supplements are readily available via the internet. In the final section of the article, Concar introduces us to a very important topic, the relationship between genes and environment, which you will come across many times during your future reading. The article ends on a positive note, with the forecast that new ‘gene chip’ (or DNA microarray) technologies will allow very detailed analyses of the changes in expression of thousands of genes and thus provide much new information about ageing. To fully appreciate Concar's article, and in your future reading, you will need to be aware of (a) the free radical theory of ageing (first proposed by Harman, in 1956); and (b) the use of calorie restriction as a means of slowing down the ageing process.

		5.2.1 Free radicals and ageing

		Free radicals are physical species (i.e. molecules or ions) that have unpaired electrons, which makes them very reactive and so damaging to cells. Other non-radical oxygen-based groups such as hydrogen peroxide (H2O2) also cause damage and are involved in the generation of free radicals; together, free radicals and these radical-generating molecules are known as ‘reactive oxygen species’ (ROS). Free radicals and other ROS can cause oxidative damage to DNA, proteins and membrane lipids, thereby altering their structure, and disrupting their functions. This damage provides a constant challenge to eukaryotic cells. Organisms have evolved a variety of biochemical pathways to ‘combat’ ROS. Among these defences are small molecules, such as vitamin C, that ‘scavenge’ free radicals, and enzymes that convert them to harmless products (an example is superoxide dismutase or SOD). However, if the balance between the generation of ROS and the cell's defences is shifted or disrupted in some way, a situation known as ‘oxidative stress’ arises. Evidence from a number of experimental systems shows that oxidative stress can lead to pathologies such as cellular transformation to malignancy, cardiovascular disease, immune system dysfunction, neurodegenerative disorders and enhanced ageing. Oxidative stress is thought to be a contributing factor to the decline in both cognitive and motor performance seen in ageing. The brain may be particularly vulnerable to the deleterious effects of oxidative damage, because:

		
				
				it is relatively deficient in antioxidants (compounds that offer protection against free radical damage)

			

				
				it utilises large amounts of oxygen

			

				
				it contains high concentrations of fatty acids, which readily react with oxygen to produce free radicals known as lipid peroxides

			

				
				it has little regenerative capacity.

			

		

		5.2.2 Calorie restriction

		Since the publication of Osborne, Mendel and Ferry's paper (Science, 1917, Vol 45, pp. 294–5) calorie restriction has been the most reliable method of extending the lifespan of laboratory animals. These results have been confirmed by many researchers and have been extended to a variety of vertebrate and invertebrate animals. The mechanisms underlying this effect of calorie restriction are not clear, because calorie restriction affects different systems in different ways. For example:

		
				
				it delays or even prevents the onset of age-related loss of crystalline protein in lens tissue

			

				
				it reduces the number of fat cells

			

				
				it impairs the ability to maintain the normal oestrous cycle.

			

		

		In addition to these changes, calorie restriction seems to modulate metabolic processes and make them more efficient than in control animals fed ad libitum. More importantly, calorie-restricted animals maintain a higher efficiency of enzyme regulation as they age. They also show reduced levels of advanced glycation end products and free radicals. It appears that the production of free radicals, mitochondrial defects and glycation of proteins are closely interrelated processes, which play crucial roles in cellular ageing, and are modulated by calorie restriction. Therefore, many research laboratories have focused their attention on the role of oxidative damage, age-dependent DNA changes, mitochondrial function and protein glycation in calorie-restricted animals during ageing.

		5.2 Neural ageing: article 2

		In the article presented here by Esteban (2004) entitled ‘Living with the enemy: a physiological role for theβ-amyloid peptide’, Trends in Neurosciences, 27, pp. 1–3, the author introduces us to a very important molecule implicated in the aetiology of Alzheimer's disease. However, the β-amyloid peptide is not such a villain after all, but has a clear physiological role in neuronal function.  In order to fully illustrate this point, the author focuses his work on the paper of Kamenetz et al. (2003): ‘APP processing and synaptic function’ Neuron, 37, pp. 925–937.  So that you can better appreciate Esteban's argument first read the Kamenetz et al. (2003) paper attached below.

		Click to view 'Kamenetz et al. (2003) article'

		
			
				View
                  document
			

		

		5.3.1 Before reading the article:

		Initially, Esteban puts the nature of Alzheimer's disease in perspective and highlights how much it affects the aged population. Within this brief introduction, he points us to the most characteristic pathophysiological hallmark of Alzheimer's disease: β-amyloid (Aβ) peptide accumulation. The Aβ peptide is a product of the proteolytic processing of the amyloid precursor protein (APP). Aβ formation is believed to lead to the production of β-amyloid plaques, which is a characteristic feature of Alzheimer's disease, and is independent of the presence of the Aβ peptide in plasma and cerebrospinal fluid. However, the paper by Kamenetz et al. (2003) states that Aβn could have a role in normal neuronal function. Evidence for this role comes from the fact that Aβn is normally synthesised by neurons and modulates excitatory transmission after N-methyl-D-aspartate (NMDA) (see Note  A below) receptor activation. The investigators used organotypic (see Note  B below) slice cultures to demonstrate that Aβ depresses fast synaptic transmission by NMDA and AMPA receptor activation. This result is consistent with the observed impairment of long-term potentiation (LTP) (see Note  C below) after Aβ production. Finally, the author considers some important points, such as possible difficulties in interpreting the data obtained using some animal models, including gene knockouts.

		
			Notes:
		

		
			A Glutamate is the most common excitatory neurotransmitter in the brain. Glutamate exerts its effect by binding to glutamate receptors (ionotropic and metabotropic). The ionotropic receptors are ligand-gated ion channels, and are subdivided into three groups (AMPA, NMDA and kainate receptors) based on their pharmacology and structural similarities. NMDA receptors are composed of assemblies of NR1 subunits and NR2 subunits. Both subunits are required to form functional channels. The glutamate binding domain is formed at the junction of NR1 and NR2 subunits (hence the need for both subunits). In addition to glutamate, the NMDA receptor requires the co-agonist glycine to bind, in order for the receptor to function. At resting membrane potentials, NMDA receptors are inactive. NMDA receptor activation leads to a calcium influx into the postsynaptic cells, a signal thought to be crucial for the induction of NMDA-receptor-dependent long-term potentiation (LTP) and long-term depression (LTD).

		
			B The use of experimental models in the study of normal human biology and associated disease progression has led to the development of organotypic slices. A model system should reproduce both the 3-D organisation and the differentiated function of any given organ, but at the same time allow experimental intervention. Organotypic slices fulfil these requirements, in that they approximate organ structure and function in vitro and enable systematic analyses of the molecular contributions of the multiple cell types present.

		
			C Long-term potentiation (LTP) is the enduring facilitation of synaptic transmission that occurs following the activation of a synapse by high-frequency stimulation of the presynaptic neuron. LTP has been suggested to be the functional basis of the neuronal changes that underlie learning and memory. It has been found to occur in several regions of the mammalian brain, including the hippocampus, one of the major brain regions responsible for processing memories. LTP is one of the first examples of a neural mechanism that may affect cognitive function. For further details and information about the relevance of LTP, the following paper is strongly recommended: Bliss, T. V. and Lomo, T. (1973) ‘Long-lasting potentiation of synaptic transmission in the dentate area of the anaesthetized rabbit following stimulation of the perforant path’, Journal of Physiology, 232(2), pp. 331–356.

		Now read Neural Ageing Article 2: Esteban, J. A. (2004) ‘Living with the enemy: a physiological role for the β-amyloid peptide’, Trends in Neurosciences, 27, pp. 1–3.

		Click to view 'Esteban article'

		
			
				View
                  document
			

		

		5.3.2 Conclusion after reading this article:

		The paper suggests that the factors that had long been considered responsible for neurodegenerative disease are also important for normal neuronal function. For example, they exert a physiological homeostatic effect by reducing excitatory transmission in response to neuronal activity. Aβ peptide is no longer considered the masked villain in the brain, particularly of elderly people. Providing the concentration of Aβ is maintained within set physiological limits in the brain it, has a clear beneficial role for neuronal function – outside these limits, then the accumulation of Aβ can have profound and devastating consequences for brain function.

	
		6 Levels of explanation: the key to understanding addiction and neural ageing

		Having read the selected research articles in this unit, it might seem that you were plunged into the deep end of complex subject matter. Don't worry … you were! Normally, a student would take a series of courses in psychology or biology, and then go on to study, say, neurobiology or biological psychology which would help them to understand the research papers presented in this unit. So how is it that we feel able to miss out such courses and go straight to looking at material in academic journals of psychology, biology and medicine?

		The essence of what we are trying to do, both in this unit and in its parent Master's level OU course SD805, is to not only enable you to gain an understanding of addiction and neural ageing but also to develop your ability to critically evaluate and relate diverse pieces of data and theory derived from different levels of analysis and explanation. To do this, the most important skills you must have are those of handling scientific arguments, thinking rationally and being able to express your ideas in a clear, coherent and cogent fashion. Such necessary skills are general scientific ones, obtained from any first degree in science or science-based subjects.

		From your study of the four articles presented in this unit you should have appreciated that we live in a time when it is becoming increasingly apparent that no one branch of science can offer a comprehensive answer, even within relatively narrowly defined areas of interest, like those of addiction or neural ageing. The position we have adopted is that if we are to understand addiction or neural ageing, then inputs from psychologists, medical practitioners and sociologists are required – indeed the more disciplines that can shed light on the nature of addiction and the underlying causes of normal and abnormal neural ageing the more logical and consistent will be our understanding of these topics.

		In the OU course SD805 Issues in brain and behaviour we investigate the relationship between different disciplines, such as psychology, physiology, neuroanatomy, pharmacology, biochemistry and genetics, and their roles in addiction and neural ageing. This is because the conviction underlying our approach is that no one discipline can provide the answers to the complex issues involved; all of them have some contribution to make. Take an addict who is in a serious state of withdrawal from an addictive drug. He or she will be craving for a fix. We might interview this person and try to gain some appreciation of his or her mental state. The state of despair and the craving for a particular solution, drug or addictive activity seem clearly to be within the private mental world of the addict. We know about this only because the addict chooses to tell us about it. Of course, the addict might be exaggerating the psychological misery in order to get a prescription for methadone, financial support, or to receive a lighter prison sentence. But if we speak to a number of addicts, we can gain a picture of their mental states. All this would seem to be the domain of responsibility of a particular sort of psychologist – one who takes subjective reports as valid data.

		Stop and think for a moment though: this all started because of taking a chemical, heroin, into the body. Heroin has known properties and it interacts with cells of the nervous system. This would seem to be the area of responsibility of the experimentally oriented biologist. The challenge comes in trying to relate the two levels of study: that of the individual and that of the cell.

		A similar situation applies to neural ageing. We have the reports of ageing people on how they feel about things. They can describe their experiences, such as a depressed mood, loss of memory and poor cognitive ability. We can also look at the biological and neurochemical underpinnings of these phenomena, for example the accumulation of β-amyloid (Aβ) peptide, and try to relate the two areas of study.

		When we consider the relationship between subjective reports of a person's inner states (e.g. feelings), we are taken to the heart of a philosophical debate that seems to have occupied thought for as long as there has been recorded written history. That is to say, what is the relationship between physical events in the body (e.g. changes in the brain that accompany ageing) and mental states (e.g. changes in the mental world of an ageing person)? For example, a question sometimes asked is: Can there be disturbed mental states without disturbed brain states? You will be relieved to know that you are not going to be required to solve this problem – one that has baffled philosophers for at least 2000 years. However, what is certain is that in your study of addiction and neural ageing you will have needed some basic familiarity with the issue and will have needed to know how to spot assumptions that relate to it. For example, we discussed earlier the claim that some addictions might be ‘in the body’ (e.g. alcohol or heroin addiction) whereas others might be ‘in the mind’ (e.g. addiction to shopping or the internet). Such a dichotomy is one that many contemporary behavioural scientists would find unacceptable. They would suggest that there can be no mental state that is disembodied, i.e. without a corresponding brain state.

		The topic of the mind and brain takes us straight to the crux of the issue of the relationship between academic disciplines. Let us suppose that we all agree that various different disciplines have their place and that no source of insight should be rejected. We still face the problem of exactly how to relate these disciplines. We commonly speak of different levels of explanation, such as the social, physiological, cellular, molecular and subatomic levels. Some might feel that brain science offers a secure base for understanding complex behavioural and social phenomena and that we must attempt to explain everything in these terms. We would urge caution in taking such a reductionist stance. Reductionism is the philosophical position that we can explain events at one level (e.g. social events) in terms of events at a lower level (e.g. brain events).

		The general argument on reductionism goes as follows. If we start with the smallest scale, we have such things as electrons and protons (termed the lowest level). Going up in level of study, and in size of object studied, gives us atoms and molecules. Putting molecules together, we have the cells of living systems, e.g. those of the brain. Putting together the cells, we eventually create whole brains, which play a role in producing the behaviour of an individual. Individuals interact with each other to form social groups. Large numbers of individuals make up whole societies, which are at the highest level of analysis and the largest size of subject matter in the study of the human condition. These different levels relate (albeit imprecisely) to different academic disciplines. The lowest level is the subject matter of physicists and the highest level is that of sociologists. The area of our interest – addiction and neural ageing – lies in some of the middle levels – relating brain cells to whole brains, brains to behaviour and the behaviour of individuals to that of social groups. Reductionism suggests that each level looks to the next lower level to gain insight. For example, sociologists would look to psychology for inspiration. Most (but by no means all) scientists would probably reject full-scale reductionism. They would suggest that there are principles peculiar to their level of analysis that cannot be reduced to a lower level.

		The issue of reductionism is a general one that is applicable to most sciences, but behavioural scientists discuss it probably more than those in any other scientific discipline. It is an interesting question as to why this should be, but to discuss it would take us beyond our present brief. It is possible that a variety of reductionism seems attractive in the study of brain and behaviour because we are not too sure of what is the level of mental events. Unlike chemicals or people acting in groups, we cannot see or measure mental events. As evidence, we only have the testimony of the individual reporting them. It is tempting, therefore, to suggest that the explanation of such events can be obtained only by directly investigating brain events.

		The approach we adopt is certainly to seek insight by looking to so-called lower levels (e.g. attempting to explain mental events in terms of brain events) but not to look there exclusively for our explanations. In understanding neural ageing, we are as likely to seek insight from a sociologist as from a cell biologist. This belief in a broad approach will be reflected in the articles that are made available in SD805 Issues in brain and behaviour. (Of course, after reading these, you are free to champion the reductionist position if you feel you can justify it!)

		So, when is it appropriate to move down to a lower level for insight? For example, a person might be suffering from respiratory collapse as a result of a heroin overdose and this state is corrected by the injection of a chemical that competes with the heroin. We understand rather well what is happening at a level of the cells of the nervous system and their component parts. But suppose someone tells us that they experience a particular craving to take cocaine whenever they look in the mirror and feel worthless. Can we reduce a feeling of worthlessness to the biochemical activities of cells in the nervous system? Probably not. It will probably never be a useful way of trying to understand a complex human emotion, but we still need to take the evidence of such reports seriously. We need each piece of the jigsaw to completely understand the whole picture.

		This comes back to the central theme that permeates SD805 Issues in brain and behaviour and indeed this unit – that of relating the different levels of explanation to provide coherent descriptions of addiction and neural ageing.

	
		7 Glossary

		
                        Open
                        glossary
                        now...
                    

	
		8 Websites for further information:

		Primers on drug addiction:

		
				
				
					http://www.addictionscience.net/ASNprimer.html
				

			

				
				
					http://en.wikipedia.org/wiki/Addiction
				

			

		

		For general information on the mesolimbic system:

		
				
				
					http://en.wikipedia.org/wiki/Mesolimbic_pathway
				

			

		

		Alzheimer's Disease: The Brain Killer:

		
				
				
					http://www.searo.who.int/LinkFiles/Health_and_Behaviour_alzheimers.pdf
				

			

		

		World Health Organisation: International statistical classification of diseases and related health problems. ICD Version 2007: 

		
				
				
					http://www.who.int/classifications/apps/icd/icd10online/ (see Chapters V and VI)

			

		

		World Health Organisation: Management of substance abuse

		
				
				
					http://www.who.int/substance_abuse/en/
				

			

		

		American College of Neuropsychopharmacology

		
				
				American College of Neuropsychopharmacology. Background readings in ‘Alzheimer and other dementias’ (Section 9 – Chapters 82–94) and ‘Substance use disorders’ (Section 10 – Chapters 95–110).
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APP Processing and Synaptic Function


tive disorder that is pathologically characterized by ex-Flavio Kamenetz,1,2 Taisuke Tomita,4


tracellular deposits of � amyloid (A�) in senile plaques,Helen Hsieh,1,3 Guy Seabrook,5


intraneuronal neurofibrillary tangles, depressed brainDavid Borchelt,6 Takeshi Iwatsubo,4


function, and neuronal death (reviewed in Price and Si-Sangram Sisodia,7 and Roberto Malinow1,2,3,*
sodia, 1998). It is now widely believed that the accumula-1Cold Spring Harbor Laboratory
tion of A�, a small peptide with a high propensity to formCold Spring Harbor, New York 11724
aggregates, is central to the pathogenesis of disease2 Graduate Program in Genetics
(Selkoe, 2000). Although the potential neurotoxic prop-3 Graduate Program in Neuroscience
erties of A� have been known for over a decade (YanknerState University of New York at Stony Brook
et al., 1989), it is still not known how A� participates inStonybrook, New York 11794
a pathologic cascade resulting in progressive cognitive4 Department of Neuropathology and Neuroscience
decline. It is also not known if A�, which is detected inGraduate School of Pharmaceutical Sciences
both cerebrospinal fluid and plasma in healthy individu-University of Tokyo
als throughout life (Seubert et al., 1992), plays a role inTokyo
normal physiology.Japan


The proteolytic processing pathways leading to the5 Merck Research Laboratories
formation of A� from the amyloid precursor proteinMerck & Company, Incorporated
(APP), a type I membrane protein, have been well char-WP26A-3027
acterized in a number of cell lines (Figure 1A) (Selkoe,770 Sumneytown Pike
2000). APP is delivered to the surface membrane whereWest Point, Pennsylvania 19486
it is subject to proteolytic processing by �-secretase.6 Department of Pathology
APP molecules that fail to be cleaved by �-secretaseJohns Hopkins University School of Medicine
can be internalized into endocytic compartments andBaltimore, Maryland 21287
subsequently cleaved by �-secretase (BACE) and �-secre-7 Center for Molecular Neurobiology
tase to generate A�. A fraction of A� peptides are alsoDepartment of Neurobiology, Pharmacology,
generated in the Golgi apparatus and, to a lesser extent,and Physiology
the endoplasmic reticulum. A� peptides generated inThe University of Chicago
the Golgi and in recycling compartments can be se-Chicago, Illinois 60637
creted into the extracellular space (Greenfield et al.,
1999). The majority of secreted A� peptides are 40 amino
acids in length (A�40), although the smaller fraction ofSummary
longer, 42 amino acid species (A�42) have received
greater attention due to the propensity of these peptidesA large body of evidence has implicated A� peptides
to nucleate and drive production of amyloid fibrils (Jar-and other derivatives of the amyloid precursor protein
rett et al., 1993).(APP) as central to the pathogenesis of Alzheimer’s


Recent lines of experimental evidence have sug-disease (AD). However, the functional relationship of
gested that excessive amounts of A� are deleterious toAPP and its proteolytic derivatives to neuronal electro-
neuronal function, in addition to, or in lieu of, its pro-physiology is not known. Here, we show that neuronal
posed neurotoxic effects. First, addition of A� in variousactivity modulates the formation and secretion of A�
aggregation states to neuronal preparations has beenpeptides in hippocampal slice neurons that overex-
shown to elicit electrophysiological phenotypes (Cullen


press APP. In turn, A� selectively depresses excitatory
et al., 1997; Freir et al., 2001; Hartley et al., 1999; Kim


synaptic transmission onto neurons that overexpress et al., 2001; Stephan et al., 2001). However, these studies
APP, as well as nearby neurons that do not. This depres- have been challenged because of the difficulties in work-
sion depends on NMDA-R activity and can be reversed ing with the peptides, whose biological properties can
by blockade of neuronal activity. Synaptic depression depend on aggregation states and peptide size and
from excessive A� could contribute to cognitive de- composition (Fezoui et al., 2000; Walsh et al., 1999).
cline during early AD. In addition, we propose that Furthermore, the relevant subcellular sites and (patho)-
activity-dependent modulation of endogenous A� pro- physiological concentrations are not known and thus
duction may normally participate in a negative feed- difficult to mimic by exogenous application. Alternative
back that could keep neuronal hyperactivity in check. approaches using transgenic mouse models expressing
Disruption of this feedback system could contribute various naturally occurring familial AD-linked mutants
to disease progression in AD. of APP have also yielded valuable insights into the physi-


ological and behavioral consequences of excessive A�
Introduction production and accumulation (Chapman et al., 1999;


Fitzjohn et al., 2001; Hsia et al., 1999; Larson et al., 1999;
Alzheimer’s disease (AD), the most common form of Westerman et al., 2002). However, the interpretations
dementia in the elderly, is a progressive neurodegenera- of these studies are complicated by the fact that the


transgenes are expressed at high levels throughout de-
velopment and aging. Furthermore, several domains*Correspondence: malinow@cshl.org
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Figure 1. Neural Activity Controls Formation
of APP Cleavage Derivatives


(A) Biochemical pathways leading to the for-
mation of A� from APP. � and � cleavage of
APP result in the production of a large, solu-
ble ectodomain (APPs) and a membrane-
associated carboxy-terminal fragment (CTF).
Cleavage of APP by �-secretase precludes
production of A�. �-secretase cleavage of
CTFs produce small peptides (A� and p3)
which can be secreted and a truncated CTF
(�-CTF).
(B) Organotypic hippocampal slices prepared
from mice expressing human APPSwe were
maintained in culture with indicated drugs (te-
trodoxin [TTX], 1 �M; 10 mM MgCl2; picro-
toxin [PTX], 100 �M; flunitrazepam [Flu], 1
�M). Media aliquots were collected and ana-
lyzed for A�40 and A�42. Values expressed
as percentage of secretion seen in sister
slices maintained in control media. All values
different from control, p � 0.05.
(C) Rat organotypic slices were infected (APP
WT, APP WT � TTX, APP WT � Mg) or not
infected (Uninf) and maintained in culture me-
dia (Uninf, APP WT), in culture media with 1
uM TTX (APP WT � TTX), or in culture media
with 10 mM MgCl (APP WT � Mg) for 24 hr
(n � 3 for each). Superfusate media was col-
lected and analyzed for A�40 or A�42 as
above.
(D) Western blots of extracts from organo-
typic APPSWE slices in the presence of �-secre-
tase inhibitor 1 �M L-685,458 (to prevent deg-
radation of � secretase products and
therefore aiding fragment detection) treated
with (n � 8) or without (n � 8) picrotoxin (100
�M) and 8 mM CaCl2 for 36 hr. Blots were
probed with an antibody specific for �1
BACE cleavage site (3D6) and subsequently
reprobed using CT-15 for detection of full-
length APP. Bands corresponding to the
BACE APP cleavage product and full-length
APP were quantified by scanning.


(E) Western blots of extracts form organotypic APPSWE slices in the presence of L-685,458 and treated with (n � 3) or without (n � 3) TTX for
36 hr as in (D). Note that levels of full-length APP are not significantly changed by either blocking or enhancing neuronal activity (control:
1.0 � 0.13, TTX: 1.0 � 0.04, p � 0.9; control: 1.0 � 0.11, PTX/Ca2�: 1.2 � 0.15, p � 0.3).
(F) IP-Western blot of culture media from organotypic APPSWE slices treated for 36 hr with 1 �m TTX (n � 8), picrotoxin (100 mm) and 8 mM
CaCl2 (n � 8), or untreated (n � 8). APPSWE


s� was precipitated from culture media using antibody 54, which specifically recognizes the C
terminus of APPSWE


s�, and subsequently blotted with the antibody 22C11, which recognizes the N terminus domain of APP. 1 �m L-685,458
was present in all samples to parallel (D) and (E) above.


within APP have been described that may have impor- overexpression on synaptic transmission, and the ef-
fects of synaptic transmission on APP processing.tant physiological functions (Cao and Sudhof, 2001;


Kamal et al., 2001), and thus, the consequence of over- The regulatory mechanisms that control A� biosyn-
thesis have received much interest, as these are attrac-expressing APP may have unanticipated effects on


physiological and behavioral measures of learning and tive targets for therapeutic intervention. While a number
of proteins have been identified whose expression ap-memory. We thus sought to develop a system where


the physiologic effects of acute APP overexpression pear to influence A� production (Sabo et al., 2001; Sastre
et al., 1998; Yu et al., 2000), there is little informationcould be ascertained and in which the relevant molecu-


lar determinants could be dissected. We employed the about the neuronal mechanisms that modulate A� pro-
duction. Here, we show that neuronal activity regulatesSindbis expression system (Hayashi et al., 2000; Schle-


singer and Dubensky, 1999; Shi et al., 1999; Zhu et al., the production and secretion of A� by controlling APP
processing upstream of �-secretase activity. In addition,2000) to acutely deliver APP and APP-related constructs


in organotypic hippocampal slices over a period of be- we report that A� modulates synaptic strength. Taken
together, these two observations suggest a negativetween 12 and 72 hr (Stoppini et al., 1991). In this experi-


mental setting, we could determine the effects of APP feedback role for A�, which can be revealed by inhibition







APP Processing and Synaptic Function
927


of �-secretase activity. Thus, A� may play a role in nor- or if neuronal activity affects the accessibility of APP to
BACE activity.mal synaptic physiology, as well as in pathological pro-


cesses leading to AD. To test if acutely overexpressed APP is under similar
regulation, we used a Sindbis expression system to de-
liver APP to rat organotypic slice neurons. Media fromResults
slices expressing recombinant APP for 24 hr released
more A� (both A�40 and A�42) into the medium com-Neuronal Activity Controls Formation
pared to uninfected slices. This secretion could be re-and Secretion of A�
duced by inhibiting neuronal activity during the incuba-To examine A� secretion in neuronal tissue, we mea-
tion period with TTX or high Mg2� (Figure 1C), indicatingsured (Suzuki et al., 1994) A� in the media collected
that production and secretion of A� from neurons thatfrom organotypic hippocampal slices prepared from
acutely overexpress APP is under similar activity-transgenic (tg) mice (Borchelt et al., 1997) expressing the
dependent regulation as that seen in neurons that ex-Swedish APP mutation (APPSWE). This mutation causes
press transgene-derived APPSWE. Lastly, we also foundautosomal dominant familial AD in two Swedish pedi-
that the low-level secretion of endogenous A� from ratgrees and has been shown to enhance production of
organotypic slices could also be reduced by incubationA� peptides (Citron et al., 1992). To determine the effects
with TTX for 24 hr (A�40: control: 410.5 � 36.4 pM [n �of neuronal activity on A� secretion, slices were main-
4], TTX: 274.0 � 27.3 pM [n � 3], p � 0.03; A�42: control:tained in the presence of pharmacological agents that
39.4 � 2.4 pM [n � 4], TTX: 25.8 � 3.3 pM [n � 3],either decrease (tetrodotoxin, high magnesium, or fluni-
p � 0.03), suggesting that endogenous A� secretiontrazepam [a GABA-A receptor potentiator]) or increase
operates under a similar regulatory mechanism.(picrotoxin [a GABA-A channel blocker]) neuronal activ-


ity. Agents that decreased or increased activity resulted
in significant reductions or elevations, respectively, in APP Overexpression Depresses


Synaptic Transmissionlevels of A� (both A�40 and A�42) detected in the me-
dium (Figure 1B). These results indicate that the secre- To address whether APP can control synaptic function,


we overexpressed APP or various APP mutants in wild-tion of A� from neuronal cells that chronically overex-
press APP can be controlled by neuronal activity. type rat hippocampal slice neurons using the Sindbis


expression system. For these experiments, neuronsWe next wished to evaluate if neuronal activity regu-
lates A� secretion by controlling �- or �-secretase cleav- were sparsely infected. Infected neurons were identified


by coexpressing (cytoplasmic) diffusable GFP (see Ex-age. These two possibilities can be distinguished by
examining the level of �-CTF, the membrane-tethered perimental Procedures). One day after infection, the re-


combinant APP distributed homogenously throughoutfragment of APP generated by the action of �-secretase
(BACE), that is also a substrate for �-secretase (Figure the dendritic tree including dendritic spines (the sites


of excitatory contacts), with no obvious effects on den-1A). We reasoned that if neuronal activity enhances only
�-secretase cleavage, then �-CTF levels should de- dritic morphology (Figure 2A). We tested the effects of


APP overexpression on synaptic transmission by com-crease. On the other hand, if �-secretase cleavage alone
is enhanced by neuronal activity, then �-CTF levels paring synaptic responses evoked onto side-by-side


pairs of simultaneously recorded postsynaptic neuronsshould increase. Lastly, if both �- and �-secretase activi-
ties are enhanced by increased neuronal activity, then where only one neuron expresses the exogenous pro-


tein. Excitatory synaptic responses onto neurons ex-�-CTF levels should not change significantly. To address
this issue, we conducted Western blot analysis on ly- pressing recombinant APP were significantly depressed


one day after expression, while inhibitory (GABA) cur-sates of organotypic slices prepared from APPSWE tg
mice. We probed blots with an antibody raised against rents were unaffected (Figure 2B) (see Experimental


Procedures for details of response isolation and mea-the carboxy-terminal 15 amino acids of APP that recog-
nizes full-length APP (CT-15), or an antibody that specifi- surement). No such depression occurred onto cells ex-


pressing only GFP (AMPA: control: 100% � 7.0%, in-cally recognizes the amino terminus of �-CTF (3D6).
As shown in Figure 1D, increasing neuronal activity by fected: 96% � 6.1%, n � 52, p � 0.3; NMDA: control:


100% � 9.5%, infected: 90 � 10.4, n � 52, p � 0.2incubating slices in picrotoxin and elevated Ca2� signifi-
cantly enhanced the levels of �-CTF. Furthermore, de- [Hayashi et al., 2000]). Neurons expressing APP showed


significant decrease in the frequency of miniaturecreasing neuronal activity by incubating slices in TTX
significantly decreased levels of �-CTF (Figure 1E). In EPSCs, with no change in their amplitude (Figure 2C)


nor in paired-pulse facilitation (Figure 2D). These resultsaddition, we examined the effects of neuronal activity
on the levels of secreted APPs�, which should parallel suggest that the depressive effects of APP overexpres-


sion are due to a decrease in the number of functionalthe changes in �-CTF, if APP processing is altered. As
expected, incubating slices in TTX reduced the amount synapses. This could be due to pre- and/or postsynaptic


modification(s).of APPs� released into the culture medium. The levels
of APPs� were not increased by incubating slices in PTX To determine if BACE processing of recombinant APP


is required for the depressive effects of APP overexpres-and high Ca2�, suggesting that activity may also affect
degradation of APPs�. Together, these results suggest sion, we expressed a mutant form of APP, APPMV (Citron


et al., 1995), which shows little cleavage by BACE atthat the level of BACE cleavage can be controlled by
neuronal activity. Our experiments, however, do not es- the �1 position of A� (cleavage at this site is required


to generate A�40 or A�42). Expression of this mutanttablish if neuronal activity affects intrinsic BACE activity,
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Figure 2. APP Overexpression Depresses
Excitatory Synaptic Transmission: Require-
ments for APP Processing


(A) Two-photon laser scanning microscopic
image of organotypic hippocampal slice neu-
rons infected with Sindbis virus expressing
APP(myc)-IRES-GFP. Slices were fixed, per-
meabilized, and immunostained for myc. Left,
GFP fluorescence; right, anti-myc fluores-
cence. Scale bars, 10 �m. Note dendritic
spines in lower panels contain recombinant
APP.
(B) Graph of AMPA (n � 29), NMDA (n � 25),
and GABA (n � 44) components of synaptic
transmission measured in pairs of neurons
noninfected (filled bars) and infected (open
bars) with virus expressing wild-type APP. In-
set: sample traces of AMPA (top), NMDA
(middle), and GABA (bottom) responses in
noninfected and infected (arrow) cells. Scale
bars for this and subsequent evoked whole-
cell traces: 20 pA, 20 ms.
(C) Miniature EPSC responses recorded in
whole-cell mode from neurons in organotypic
slices that did not (control, n � 12) or did
express APP (n � 10). Frequency of events
was diminished (control: 0.27 � 0.05 Hz, in-
fected: 0.17 � 0.02 Hz), with no change in
their mean amplitude (control: 13.2 � 0.9 pA,
infected: 11.6 � 0.7 pA) by APP expression.
Right, sample traces for each condition (scale
bars: 5 pA, 100 ms).
(D) Paired-pulse faciliation evoked onto non-
infected (top) and infected (bottom) neurons.
Bar graph shows averages from n � 20 cells.
(E) Same graph as (B) for neurons expressing
APPMV (AMPA, n � 59; NMDA, n � 45).
(F) Same graph as (B) for transmission re-
corded from neurons expressing wild-type APP
and maintained in the �-secretase inhibitor
L-685,458 (AMPA , n � 29; NMDA, n � 29).
(G) Western blot of hippocampal extracts
from slices infected and treated as indicated
above. Blots were probed with anti-APP car-
boxy-terminal antibody, CT-15 (Sisodia et al.,
1993).


produced no significant depression of transmission (Fig- nearby control cells (Figure 2F). Parallel experiments
showed that slices expressing APP in the presenceure 2E); the effect on transmission by APPMV was signifi-


cantly different from the effect of wild-type APP (AMPA: of L-685,458 displayed the expected accumulation of
�-CTF and �-CTF, the immediate substrates for �-secre-p � 0.014 [n � 55, 63]; NMDA: p � 0.015 [n � 50,


49], K-S test). Parallel experiments showed that slices tase (Figure 2G). These studies indicate that APP synthe-
sis and proteolytic steps prior to �-secretase cleavageinfected with this virus express APPMV, and as expected,


the APP-CTF product that would be generated by pro- were not impaired by the addition of L-685,458. Further,
these results indicate that �-secretase processing ofcessing by BACE at �1 site is not apparent (Figure 2G).


This result indicates that BACE cleavage at the �1 site APP is required for the depressive effects of APP and
that this phenotype is independent of the formation ofis necessary for the depressive effects of APP overex-


pression on transmission. Furthermore, these results the large ectodomain of APP following either � or �
cleavage events (Furukawa et al., 1996).indicate that �-secretase-generated �-CTF is unlikely


to be responsible for the depressive effects, since this
product is still generated from APPMV (Figure 2G). A� Production from APP Mediates Depression


of TransmissionTo assess the requirement for �-secretase processing
of APP on the depressive effect on synaptic transmis- The requirement for BACE and �-secretase processing


of recombinant APP strongly suggests that A� mediatession, we employed a highly potent and selective �-secre-
tase inhibitor, L-685,458 (Li et al., 2000). Slices were the observed phenotype on neuronal transmission. On


the other hand, another carboxy-terminal derivative ofinfected with a virus producing APP and maintained in
the presence of L-685,458 for 24 hr. Transmission onto APP, termed �-CTF, or AICD (see Figure 1A) has been


described that may serve as a transcriptional coactiva-neurons expressing APP was not depressed relative to
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Figure 3. A� Domain of APP Is Necessary
and Sufficient to Depress Synaptic Trans-
mission


(A) Schematic diagram of APP constructs
used in this figure. SP indicates signal
peptide.
(B) Graph of AMPA (n � 33) and NMDA (n �


31) components of synaptic transmission
measured in pairs of neurons noninfected
(filled bars) and infected (open bars) with virus
expressing �-CTF. Inset: sample traces of
transmission measured at 	60mV (left)
and �40mV (right) from noninfected (top) and
infected (bottom) neurons.
(C) Same as (B) but slices incubated in the
presence of L-685,458 (AMPA, n � 40; NMDA,
n � 33).
(D) Western blot of hippocampal extracts
from slices infected with APPMV in the ab-
sence (left) or presence (right) of �-secretase
inhibitor L-685,458. Blots were probed with
CT-15 (see Experimental Procedures and Fig-
ure 1).
(E) Same as (B) for neurons expressing
�-CTF(KKKQ) (AMPA, n � 40; NMDA, n � 32).
(F) Same as (B) for neurons expressing
APLP2/APP Chimera (AMPA, n � 35; NMDA,
n � 33).


tor (Cao and Sudhof, 2001). However, �-CTF accumu- membrane domain, and a KKKQ membrane-anchoring
motif, but lacks the intracellular C terminus, was ablelates in cells treated with L-685,458 (Figure 3D), indicat-


ing that this APP derivative is a substrate of �-secretase, to produce a depression of synaptic transmission (Fig-
ure 3E), although not to the extent produced by expres-and thus likely a precursor of �-CTF. Taken together


with the finding that abundant amounts of �-CTF are sion of �-CTF (Figure 3B). The reduced depression by
�-CTFKKKQ may be due to inefficient trafficking of thisproduced in APPMV-infected cells (Figure 2G), which


show no synaptic depression (Figure 2E), we feel it un- polypeptide to sites of action, since cellular targeting
of APP is largely controlled by the APP C terminus (Perezlikely that �-CTF is responsible for the depressive effects


on synaptic transmission. et al., 1999). In any event, these results argue that the
A� domain is sufficient to depress transmission. As aTo test more directly whether A� is necessary and


sufficient to produce a depression of synaptic transmis- further test that A� is necessary for depression of synap-
tic transmission, we generated a chimeric �-CTF con-sion, we infected hippocampal slice neurons with


Sindbis virus harboring cDNA encoding �-CTF, a poly- struct in which the A� region was replaced by the corre-
sponding region in APLP2, an APP homolog that haspeptide that includes A�, and the entire transmembrane


and cytoplasmic domains of APP (Figure 3A) [Iwata et considerable homology with APP throughout most of
its length except in the A� region, where there is consid-al., 2001]). As expected, expression of �-CTF was suffi-


cient to depress synaptic transmission (Figure 3B), and erable divergence (Wasco et al., 1993) (see Figure 3A).
Expression of this APLP2/APP chimera did not depressthis depression was prevented by incubating slices in


the �-secretase inhibitor L-685,458 (Figure 3C). Indeed, synaptic transmission (Figure 3F), further supporting the
view that the A� domain of APP is crucial for the ob-expression of a truncated �-CTF (�-CTFKKKQ [Iwata et


al., 2001]; Figure 3A) that contains A�, the entire trans- served synaptic depression. Taken together, these re-
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Figure 4. Synaptic Depression Mediated by
APP Overexpression Is Activity Dependent
and Reversible


(A) Amplitude of AMPA-mediated synaptic
transmission recorded in neurons expressing
APP WT for 24 or 48 hr (n � 27). Slices were
maintained in normal medium (black), in TTX
for hours 0–24 (red, n � 23), or in TTX for hours
24–48 (blue, n � 37). * indicates significant
difference from value obtained at same time
point in different conditions. Inset: sample
traces of transmission measured at 	60mV
for each of the time points.
(B) Graph of AMPA (n � 33) and NMDA (n �


32) components of synaptic transmission
measured in pairs of neurons noninfected
(filled bars) and infected (open bars) with virus
expressing APP WT incubated in the pres-
ence of 100 uM D,L AP5. Inset: sample traces
of transmission measured at 	60mV (left)
and �40mV (right) from noninfected (top) and
infected (bottom) neurons.
(C) Same as (B) for neurons expressing �-CTF
and maintained in TTX (AMPA, n � 36; NMDA,
n � 32).


sults indicate that the A� domain is necessary and suffi- period also blocked APP-induced depression (AMPA:
control: 100% � 11.3%, infected: 100% � 12%, n � 28,cient for APP overexpression to produce synaptic


depression. p � 0.7; NMDA: control: 100% � 10.7%, infected: 90% �
9.7%, n � 27, p � 0.3). We next tested whether synaptic
NMDA receptor activation could prevent synaptic de-APP-Induced Depression Requires


Neuronal Activity pression produced by APP overexpression. Slices were
incubated with 100 �M D,L AP5, an agent that blocksThe results shown above indicate that processing of


APP into A� is dependent on neuronal activity and that NMDA-Rs and has previously been shown not to affect
spontaneous neuronal activity (Zhu et al., 2000). Notably,formation of A� results in synaptic depression. Thus, a


direct prediction of these findings is that blockade of blockade of NMDA receptors prevented the depression
caused by APP overexpression (Figure 4B). Thus, it ap-neuronal activity should prevent the depressive actions


of APP overexpression. To test this prediction, we main- pears that NMDA receptor activation by spontaneous
neuronal activity is required for APP overexpression totained slices in conditions where spontaneous neuronal


activity was blocked during the expression of full-length depress synaptic transmission.
Our results above suggest that neural activity affectsAPP and subsequently assayed the effects on physiol-


ogy. AMPA-mediated synaptic transmission onto neu- A� production by controlling BACE cleavage of APP.
Another prediction from this finding is that blockade ofrons that express recombinant APP and maintained in


TTX showed no depression of synaptic transmission neural activity should not prevent the synaptic depres-
sion produced by expression of �-CTF. Indeed, whilecompared to neurons expressing recombinant APP and


maintained in normal medium (Figure 4A; 24 hr with or the �-secretase inhibitor did block synaptic depression
by �-CTF (Figure 3C), TTX did not (Figure 4C). Takenwithout TTX, p � 0.006, K-S test). Similar results were


obtained by measuring NMDA responses (data not together, these results provide physiological and bio-
chemical support for the notion that neuronal activityshown). It is notable that in conditions where neuronal


activity is suppressed, APP-overexpressing neurons promotes production of A� by modulating BACE pro-
cessing of APP.demonstrate normal synaptic transmission, near base-


line levels of A�42, but still significant (albeit reduced)
levels of A�40 (Figure 1C). This suggests that A�42, Depressive Effects of A� Are Reversible


To determine if the depressive effects on transmissionrather than A�40, may more potently contribute to the
observed synaptic depression. by APP overexpression are reversible, we initially placed


slices overexpressing APP in normal culture media forWe tested the generality of this activity-dependent
effect by using other agents known to suppress neuronal 24 hr; TTX was then added to fresh media for 24 hr,


and synaptic transmission was subsequently assayed.activity. Indeed, 10 �M NBQX (an AMPA receptor antag-
onist) added to the culture media during the incubation Remarkably, after such a protocol, synaptic responses
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Figure 5. Secreted A� Can Depress Trans-
mission onto Nearby Neurons


(A) Schematic of experimental paradigm. Un-
infected neuron is surrounded by infected
neurons in region a; uninfected neuron is sur-
rounded by uninfected neurons in region b.
Either cell a or cell b was assigned coordi-
nates (0,0) for simplicity; s indicates coordi-
nates of stimulating electrode.
(B) Fluorescent (left) and DIC (right) images
of a small region within the CA1 infected with
a high titer APP virus. Arrow indicates an un-
infected cell surrounded by many infected
cells.
(C) Comparison of AMPA transmission be-
tween simultaneously recorded pairs of unin-
fected neurons in the two different regions.
Cumulative distributions were computed us-
ing the ratio of the amplitude response of a
neuron in region a to the amplitude response
of a neuron in region b. Separate distributions
were computed for APPSWE and APPMV. Ampli-
tude response ratios are reported in a log scale
for display purposes. Inset: sample traces of
AMPA transmission for a pair of uninfected
neurons, one neuron surrounded by APP SWE-
expressing neurons (left), or APP MV-express-
ing neurons (right).
(D) Same as (C) for NMDA transmission.
(E) Field recordings of evoked EPSPs moni-
tored from acute rat slices exposed to varying
amounts of A� peptides. After obtaining sta-
ble baseline responses for 20 min, freshly dis-
solved A� peptides (1 �m A�40 � 0.05 �m
A�42 or 10 �m A�40 � 0.5 �m A�42) were
added to the circulating ACSF, and re-
sponses were monitored for the next 40 min.


in infected cells recovered to control levels (Figure 4A). the amount of A� reaching a control neuron is likely to
be orders of magnitude lower than the amount secretedExpression of APP for 2 days with no TTX treatment
by the infected neuron (the expression protocol wasshowed no such recovery (Figure 4A; difference be-
purposefully chosen to infect neurons sparsely). To testtween 24 hr no drug followed by 24 hr TTX versus 48
if secreted A� can indeed act intercellularly, we com-hr no drug, p � 0.004, K-S). Similar results were obtained
pared synaptic function onto two uninfected cells (a andfor NMDA responses (data not shown). Thus, preventing
b ); cell a was chosen from a region containing manyneuronal activity for 24 hr can reverse the depression
infected cells, while cell b was chosen from a regionof transmission produced by acute APP overexpression.
with no infected cells (Figures 5A and 5B). The twoOur experiments, however, do not indicate if the effects
uninfected cells were selected to be about 500 �M apart,of chronic APP overexpression can be reversed.
and a stimulating electrode was placed equidistant to
both cells (see Experimental Procedures). To maximize


A� Depresses Transmission in a Noncell- A� production, we expressed full-length APPSWE. Excit-
Autonomous Manner atory synaptic responses were recorded simultaneously
We wished to test whether A� produced from overex- from cells a and b, and a ratio of the amplitude response
pressing neurons can affect neighboring neurons. The (response of cell a/response of cell b ) was computed.
experiments above show that overexpression of APP Uninfected neurons surrounded by APPSWE had similar
in a neuron can cause synaptic depression onto that baseline electrophysiological properties as neurons
neuron, compared to a control nearby neuron. One inter- from uninfected regions (input resistance: uninfected
pretation of these results is that A� acts only on the cell region, 215 � 15 MOhm (n � 7); infected region, 205 �
that produces it, that is, in a strictly cell-autonomous 12 MOhm [n�14]; p 
 0.6). In accordance with the pre-
manner. An alternative interpretation is that noninfected, diction that A� can affect neurons in a noncell-auto-
control neurons in these experiments can be affected nomous manner, uninfected neurons surrounded by


APPSWE-infected neurons had significantly depressedby the secreted A�, but they fail to respond because
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transmission when compared to distant control neurons We next considered under what conditions of electri-
cal activity this regulation would be operative when APP(�50% reduction in both AMPA- [n � 20, p � 0.001]


and NMDA- [n � 20, p � 0.001] mediated synaptic trans- and A� are expressed at endogenous levels. As our
previous experiments relied on expression of humanmission; Figure 5C and 5D, inset), suggesting that unin-


fected neurons in infected regions were responding to APP, it was important to determine if rodent A�, which
differs from human A� at 3 amino acids, produced athe local high concentrations of A�. In further support


of this view, responses from an APP-infected neuron in a similar phenotype. This sequence difference has been
suggested to be responsible for the enhanced toxic andheavily infected region were no different from responses


onto a nearby noninfected neuron (AMPA: control: biologically active properties of the human form of the
peptide (Johnstone et al., 1991). Expression of rodent100% � 7.8%, infected: 94% � 8.1%, n � 36, p � 0.3;


NMDA: control 100% � 12.3%, infected 93% � 13.8%, �-CTF in neurons was sufficient to depress synaptic
transmission (AMPA: control: 100% � 6.2%, infected:n � 33, p � 0.2; compare with Figure 2B).


To control for effects other than increased production 64.5% � 8.0%, [n � 30, p � 0.001]; NMDA: control
100% � 13.4%, infected 73.5% � 12.8%; n � 23, p �of A�, we performed a comparable experiment using


the APPMV mutant, described above. Uninfected neurons 0.006). Thus, we conclude that like human A�, rodent A�
peptides are biologically active and capable of exertingsurrounded by APPMV-infected neurons had similar lev-


els of transmission when compared to distant control electrophysiological effects, despite their inability to
form amyloid pathology in the rodent brain.neurons (as expected, no reduction in either AMPA [n �


19, p � 0.7] or NMDA [n � 19, p � 0.6]; Figures 5C and In wild-type animals, acute application of L-685,458
had no effect on basal transmission (45 min after drug,5D, inset). Importantly, the effect by APPSWE on transmis-


sion onto uninfected neurons was significantly different 0.95 � 0.02 of baseline; 45 min after vehicle, 0.96 �
0.02; p � 0.8), no effect on long-term depression (LTD)from the effect of APPMV (Figures 5C and 5D). Taken


together, these results indicate that A� from neurons (after low-frequency stimulation, vehicle control: 70% �
2.5% [n � 25], L-685,458: 73% � 2.7% (n � 26); p �overexpressing APP can depress synaptic transmission


onto nearby neurons when sufficient levels of A� are 0.4), nor on single-tetanus LTP (Figure 6B). A pairing
protocol (generally considered to be a stronger stimulusachieved.


As a further test of the depressive effects of secreted than a single tetanus) revealed a small (but not signifi-
cant) increase in potentiation in the presence of theA�, we bath applied synthetic A� (1-40 and 1-42) onto


hippocampal slices. While it is not known what local drug (Figure 6A). This effect became more obvious with
repeated tetanic stimulation, which produced signifi-concentrations can be attained by secreted A�, nor what


oligomeric forms render these peptides active, we noted cantly more potentiation in the presence than in the
absence of L-685,458 (Figure 6C). Furthermore, whilea concentration-dependent depression of transmission


(Figure 5E). This is consistent with the view that secreted acute application of L-685,458 produced no detectable
effects on baseline transmission (see above), 24 hr appli-A� depresses synaptic transmission.
cation of the drug increased the frequency of miniature
EPSCs in wild-type slices (Figure 6D). These results sug-A� as a Negative Feedback Regulator
gest that strong acute electrical activity or low chronicof Neuronal Activity
activity can recruit A�-induced synaptic depression inThe data presented above indicate that increased neu-
wild-type tissue. The stronger stimuli and longer periodsronal activity promotes the formation of A� and that
required to detect effects of endogenous A� is consis-increased A� formation depresses synaptic function.
tent with the fact that brain tissue from rats or miceWhile these relationships were obtained primarily with
contain very low steady-state levels of A� peptides de-overexpressed human APP, they suggest the existence
rived by processing at the �1 BACE site (De Strooperof a negative feedback process wherein higher levels
et al., 1995).of neuronal activity may increase the production of A�


from endogenous APP and lead to synaptic depression
that could curtail excessive activity. We therefore de- Discussion
signed a series of experiments to examine the effects
of different levels of APP expression, and different stim- Activity-Dependent APP Processing


and A� Secretionulation conditions, on A�-induced synaptic depression.
We first tested the effects of a standard LTP-inducing Our studies have identified a novel regulatory mecha-


nism by which individual neurons or neuronal networksprotocol in the context of APP overexpression. Follow-
ing a pairing protocol (Figure 6A), neurons from organo- may control A� production and secretion. Generation


of both A�40 and the more fibrillogenic A�42 can betypic APPSWE transgenic slices showed a transient poten-
tiation which returned to baseline levels within 25 min controlled by neuronal electrical activity. This occurs in


the context of APP overexpression in either transgenicof LTP induction; potentiation persisted in control neu-
rons for the duration of the experiment (Figure 6A). These (chronic) or virally (acutely) driven settings and also un-


der endogenous levels of APP. These results comple-results are consistent with the view that acute enhance-
ment of synaptic activity (e.g., a pairing protocol) can ment earlier studies indicating that neuronal electrical


activity can modulate generation of APP secretory prod-drive the production of A�, which subsequently de-
presses synaptic function and offsets LTP. This view ucts in wild-type tissue (Nitsch et al., 1993). Our studies


are consistent with the notion that neuronal electricalis supported by the finding that when using the same
conditions, bath application of L-685,458 (the �-secre- activity modulates APP processing at the �-secretase


site. It is now fairly well established that neural activitytase inhibitor) permitted pairing-induced LTP in neurons
from APPSWE slices (Figure 6A). can regulate the trafficking of proteins at synaptic sites
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Figure 6. The �-Secretase Inhibitor L-685,458
Reveals Stimulus Conditions Recruiting
A�-Induced Depression in Wild-Type Hippo-
campal Slices


(A) Whole-cell recordings of neurons from WT
or APPSWE organotypic mouse slices in the
presence or absence of �-secretase inhibi-
tion. After a short baseline, LTP was induced
in one pathway by a pairing protocol, while
the other pathway was not paired to monitor
baseline responses. Evoked AMPA-R-medi-
ated synaptic responses from the paired path-
way (top) and control pathways (bottom). Leg-
end: open diamonds: WT slices, DMSO treated;
filled triangles: Tg slices, DMSO treated; filled
squares: WT slices, L-685,458 treated; open
circles: Tg slices, L-685,458 treated. Inset:
sample traces of AMPA-R mediated synaptic
transmission before (thin) and after (thick)
whole-cell pairing protocol.
(B) Field recordings of evoked EPSPs moni-
tored from acute rat slices exposed (open
symbols, n � 23) or not exposed (filled sym-
bols, n � 26) to 1 �M L-685,458. At arrow,
tetanic stimulation (1 s, 100 Hz) was de-
livered.
(C) Same as (A) except ten tetanic stimuli
were delivered, each tetanus (arrow) sepa-
rated by 3 min. Responses following ten te-
tanic stimuli were significantly different, p �


0.03 (control n � 17; treated n � 17). Scale
bars: 200�V, 10 ms.
(D) Miniature EPSC responses recorded in
whole-cell mode from neurons in wild-type
organotypic slices maintained in the absence
(control, n � 22) or presence of 1 �M
L-685,458 (n � 18). Frequency of events was
enhanced (control: 0.47 � 0.03 Hz; L-685,458:
0.75 � 0.9 Hz) with no change in their mean
amplitude (control: 11.8 � 0.5 pA; L-685,458:
11.9 � 0.9 pA) by drug treatment. Right, sam-
ple traces for each condition.


(e.g., AMPA-Rs [Carroll et al., 2001; Malinow et al., lieved that A� accumulation in the brain is a critical
component. While A� can be neurotoxic (Yankner et al.,2000]), and hence, it is possible that neuronal activity


promotes the endocytosis of surface APP, enhancing 1990), there is growing evidence that cognitive decline
can occur before, or independent of, neuronal loss, asthe accessibility of APP to BACE in endosomal/recycling


compartments. amyloid-dependent physiological and behavioral defi-
cits in transgenic mice can occur in the absence of cellIt is of interest, and potential clinical relevance, that


inhibiting excitatory synaptic transmission or blocking death (Hsiao et al., 1996; Morgan et al., 2000; Westerman
et al., 2002). Here, we show that processing of overex-NMDA-Rs prevents the synaptic depressive effects of


APP overexpression. Our results are consistent with the pressed APP into A� leads to depression of synaptic
transmission. This result is consistent with previousfindings of two clinical studies. First, the benzodiaze-


pines, agents that enhance inhibitory transmission and studies of transgenic mice expressing APP harboring
mutations known to cause early onset familial Alzhei-thereby decrease excitatory drive, have been found to


protect against Alzheimer’s disease (Fastbom et al., mer’s disease (Fitzjohn et al., 2001; Hsia et al., 1999).
Such mice produce more A� and show depressed syn-1998). This observation is notable in view of our findings


that benzodiazepines reduce secretion of A� peptides aptic function before amyloid plaque deposition be-
comes evident. Our molecular dissection of the APPfrom hippocampal slice neurons (Figure 1B). Second,


NMDA receptor antagonists block the APP-induced syn- molecule reveals that A� is responsible for this synaptic
depression. Such effects could contribute to the cogni-aptic depression in our studies, and NMDA-R antago-


nists have been shown to be effective in slowing cogni- tive dysfunction in AD (Selkoe, 2002; Walsh et al., 2002).
tive decline in mild to severe AD patients (Reisberg et
al., 2000; Winblad and Poritis, 1999). A Normal Physiologic Role for A�?


While our results are consistent with the notion that
high A� levels may disrupt synaptic function, our dataA� Disrupts Neuronal Transmission: a Mechanism


for the Early Cognitive Defects of AD? suggest that A� may also have a normal negative feed-
back function. Increased neuronal activity producesThe mechanisms responsible for the cognitive decline


underlying AD are not understood, but it is widely be- more A�; the enhanced A� production depresses synap-
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2000). Full-length APP constructs contain the 12 amino acid myc
sequence immediately before the termination codon. APPMV was
generated using the Quick Change Mutagenesis Kit (Stratagene).
Constructs were cloned into pSinRep5 shuttle vector and infective
sindbis pseudoviruses were generated as described (Malinow et al.,
1999).


Hippocampal Slices
Organotypic hippocampal slices were prepared from 6-day-old rat
or APPSWE transgenic mice (Borchelt et al., 1996) and maintained
using standard methods (Stoppini et al., 1991). Four slices were
placed on each membrane. To measure A� secretion from culturedFigure 7. Negative Feedback Model Indicating Proposed Interac-
transgenic mouse slices, slices were maintained with or withouttion between Neural Activity and APP Processing
drugs for 4 days before samples were collected for measurements.Neural activity regulates �-secretase actions on APP. Formation of
Individual values represent pooling media from the subsequent 9A� depresses synaptic transmission. Synaptic depression de-
days. A� was measured using a two-site ELISAs that specificallycreases neural activity.
detect the C terminus of A�, as previously described (Tomita et al.,
1997). For transient APP overexpression studies, A� was measured
from media of infected slices 24 hr after infection. For whole-celltic function; the depressed synaptic function will de-
electrophysiology, slices were allowed to express recombinant pro-crease neuronal activity (Figure 7A) . Examples of synap-
tein for �24 hr after infection, unless indicated otherwise. Slicestic homeostasis have recently been reported (Davis et
were then transferred to a recording chamber and perfused with


al., 1998; Turrigiano et al., 1998), as well as intercellular solution (22�C–25�C) containing 119 mM NaCl, 2.5 mM KCl, 4 mM
depression following strong tetanic stimulation (Scanzi- CaCl2, 4 mM MgCl2, 26 mM NaHCO3, 1 mM NaH2PO4, 11 mM glucose,


and 0.002 mM 2-chloroadenosine, at pH 7.4 and gassed with 5%ani et al., 1996), although the signaling molecules medi-
CO2/95% O2. 100 �M picrotoxin was included in the bath whenating these processes have not been identified. In sup-
measuring AMPA or NMDA responses; 20 �M NBQX and 100 �Mport of this model, we find that in addition to human A�,
D,L AP5 were added instead of picrotoxin in experiments measuringrodent A� can also depress synaptic transmission. This
inhibitory currents. 2-chloroadenosine was included to prevent


is important because rodent A� is believed not to have bursting. Patch recording pipettes (3–6 M�) were filled with intracel-
amyloidogenic properties. We find that in wild-type rat lular solutions containing 115 mM cesium methanesulfonate, 20 mM


CsCl, 10 mM HEPES, 2.5 mM MgCl2, 4 mM Na2ATP, 0.4 mM Na3GTP,tissue, multiple tetani lead to greater synaptic poten-
10 mM sodium phosphocreatine, and 0.6 mM EGTA, at pH 7.25.tiation in the presence of the �-secretase inhibitor
Whole-cell recordings were obtained simultaneously from two post-L-685,458. This suggests that multiple tetani drive APP
synaptic CA1 neurons (typically one infected expressing GFP), andprocessing, producing a synaptic depression (in addi-
signals were amplified with Axopatch-1D amplifiers (Axon Instru-


tion to LTP) that can be revealed by �-secretase inhibi- ments). Synaptic responses were evoked by one or two bipolar
tion. This phenomenon is seen when multiple tetani are electrodes with single voltage pulses (200 �s, less than 20V). The


stimulating electrodes were placed over Schaffer collateral fibersdelivered suggesting that the negative feedback system
�300–500 �m from the recorded CA1 cells. Stimulus level was set tomediated by APP processing may normally only be rap-
produce a synaptic response of �40 pA in the control cell. Synapticidly recruited under very high activity levels. This may
responses at 	60mV, 0mV, and �40mV were averaged over 50–100explain the enhanced kainate-induced seizure activity
trials. AMPA receptor-mediated response was measured by averag-


in APP knockout mice (Steinbach et al., 1998). We also ing a 5 ms window about the peak response at 	60mV; GABA
find that 24 hr application of �-secretase inhibitor receptor-mediated response was measured by averaging a 5 ms


window about the peak response at 0mV. NMDA receptor-mediatedL-685,458 leads to enhanced synaptic transmission (in-
response was measured by averaging a 10 ms window 150 mscreased miniature EPSC frequency, Figure 6D). The ab-
after the stimulus artifact of responses recorded at �40mV. Forsence of an overt phenotype in mice lacking BACE (Cai
experiments measuring synaptic responses from distant uninfectedet al., 2001; Luo et al., 2001) or APP (Zheng et al., 1996)
cell pairs at positions [0,0] and [x,y], the stimulation electrode was


suggests that other mechanisms can compensate for placed at a site [x
,y
] equidistant for the two cells and a distance
this in these mice. (�300 �m) from the cell body layer using a simple quadratic formula.


Coordinates were obtained using a Mitutoyo digital micrometer con-How could disturbances in this proposed negative
trolling stage position. Miniature EPSC events were recorded in thefeedback loop contribute to AD? One can envision a
presence of 1 �m TTX (no adenosine) and analyzed using the Mini-number of scenarios. For instance, if synapses lose sen-
Analysis software (Synaptosoft). At least 200 events were obtainedsitivity to A�-induced depression, persistently elevated
from each cell. Paired pulse facilitation was elicited by using an


neuronal activity may go unchecked. High levels of neu- interstimulus interval of 50 ms. For whole-cell LTP experiments,
ronal activity could lead to excitotoxicity (Zoghbi et al., potentiation was induced by pairing 2 Hz stimulation with depolar-


ization of the postsynaptic neuron to 0mV for 120 s; recordings were2000), as well as higher levels of secreted A� peptides,
maintained for at least 35 min after pairing. The EPSC amplitudewhich may in turn form neurotoxic fibrils that eventually
after pairing was normalized to the average amplitude of 20–30kill neurons (Cotman et al., 1992; Lambert et al., 1998;
sweeps before pairing. For field potential experiments, hippocampalWalsh et al., 1999; Yankner et al., 1990). Alternatively, A�
slices were prepared from P14–P21 animals. Slices were preincu-


production may become constitutive (loose sensitivity to bated for 1 hr in drug (1 �M L-685,458) or vehicle (0.1% DMSO) and
synaptic activity), with resulting synaptic depression placed in a recording chamber containing solution indicated above


(no 2-chloroadenosine). Responses were evoked by alternatingand neuronal toxicity.
stimuli through two bipolar stimulating electrodes (1V–10V, 200 �s)
and recorded with glass electrodes placed in CA1 s. radiatum andExperimental Procedures
amplified with Cyberamp 320 (Axon Instruments). Responses from
four slices were recorded simultaneously; drug and no drug experi-Construction of Plasmids and Pseudoviruses


APP695 (human) and GFP (Clonetech) were coexpressed by using ments were interleaved. All results are reported as mean � SEM, and
statistical significance was set at p � 0.05. Statistical differences ofan internal ribosomal entry site (IRES) construct (Hayashi et al.,
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the means were determined using Wilcoxon for paired measure- aged amyloid precursor protein transgenic mice. Nat. Neurosci. 2,
271–276.ments and t test for nonpaired measurements. To compare the


effects on transmission produced by two different APP constructs, Citron, M., Oltersdorf, T., Haass, C., McConlogue, L., Hung, A.Y.,
a cumulative distribution of response ratios (response in infected Seubert, P., Vigo-Pelfrey, C., Lieberburg, I., and Selkoe, D.J. (1992).
cell/response in control cell) were generated for each construct. The Mutation of the beta-amyloid precursor protein in familial Alzhei-
Kolmogorov-Smirnov (K-S) test was used to determine statistically mer’s disease increases beta-protein production. Nature 360,
significant differences between the two cumulative distributions. 672–674.


Citron, M., Teplow, D.B., and Selkoe, D.J. (1995). Generation of
Immunoblot Analysis


amyloid beta protein from its precursor is sequence specific. Neuron
Organotypic slices from APPSWE transgenic mice or wild-type rats


14, 661–670.
were solubilized, and extracts were prepared for Western blot analy-


Cotman, C.W., Pike, C.J., and Copani, A. (1992). Beta-amyloid neu-sis (Sisodia et al., 1993). APP fragments were identified by the cyto-
rotoxicity: a discussion of in vitro findings. Neurobiol. Aging 13,plasmic terminus antibody CT15, which recognizes full-length APP
587–590.as well as CTFs, or the �-cleavage site-specific antibody 3D6 (Bac-


skai et al., 2001). Secreted APPs� measurements were carried out Cullen, W.K., Suh, Y.H., Anwyl, R., and Rowan, M.J. (1997). Block
by immunoprecipitating APPs� from �500 � of culture media using of LTP in rat hippocampus in vivo by beta-amyloid precursor protein
antibody 54, which specifically recognizes the C terminus of APPSWE


s� fragments. Neuroreport 8, 3213–3217.
(Howland et al., 1998), and subsequently blotting using antibody Davis, G.W., DiAntonio, A., Petersen, S.A., and Goodman, C.S.
22C11, which recognizes the N terminus of APP. Quantifications of (1998). Postsynaptic PKA controls quantal size and reveals a retro-
immunoblots were done by enhanced chemiluminescence (ECL; grade signal that regulates presynaptic transmitter release in Dro-
NEN) and densitometric scanning of the films under linear exposure sophila. Neuron 20, 305–315.
conditions.


De Strooper, B., Simons, M., Multhaup, G., Van Leuven, F., Bey-
reuther, K., and Dotti, C.G. (1995). Production of intracellular amy-Immunohistochemistry/Imaging
loid-containing fragments in hippocampal neurons expressing humanImmunohistochemistry was performed on organotypic slices after
amyloid precursor protein and protection against amyloidogenesis by1–2 days of infection with the wild-type APP IRES construct that
subtle amino acid substitutions in the rodent sequence. EMBO J. 14,contained a c-tail myc tag. Tissue was fixed in 4% paraformaldehyde
4932–4938.solution overnight at 4�C and blocked in PBS containing 10% horse
Fastbom, J., Forsell, Y., and Winblad, B. (1998). Benzodiazepinesserum, 0.2% sodium azide, and 0.1% triton overnight at 4�C. Slices
may have protective effects against Alzheimer disease. Alzheimerwere incubated in anti-c-Myc (Calbiochem) in blocking buffer over-
Dis. Assoc. Disord. 12, 14–17.night at 4�C. Following a 2 hr room-temperature incubation with a


biotin-conjugated secondary antibody, avidin-Texas red was added Fezoui, Y., Hartley, D.M., Harper, J.D., Khurana, R., Walsh, D.M.,
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The Ab peptide, which is derived from the processing


of the amyloid precursor protein APP, is the principal


agent responsible for the pathogenesis of Alzheimer’s


disease. In a recent study by Kamenetz et al., Ab
is shown to mediate a physiological homeostatic


mechanism that reduces excitatory transmission in


response to neuronal activity. Failure of this autoregu-


latory feedback could lead to the neuropathology of


Alzheimer’s disease.


Alzheimer’s disease is the most common form of senile
dementia, affecting 10% of individuals .65 years of age
and nearly half of those .85. The pathophysiology of this
illness has been associated with a variety of factors,
including the deposition of b-amyloid plaques, accumu-
lation of intracellular neurofibrillary tangles, oxidative
neuronal damage and inflammatory cascades [1]. How-
ever, it is now widely believed that an increase in the
production of the b-amyloid peptide (Ab, the main com-
ponent of the b amyloid plaques) is central to the patho-
genesis of Alzheimer’s disease [2–4]. Since the first
description of the neurotoxic properties of the Ab peptide
[5], an enormous number of studies have investigated the
cellular and molecular pathology triggered by Ab. Never-
theless, it is still far from clear how the accumulation of
this peptide leads to the cognitive decline that is charac-
teristic of Alzheimer’s disease patients. More importantly,
it has remained uncertain whether Ab had any normal
physiological role in the brain. This picture could change
after a recent report by Kamenetz, Malinow and colleagues
[6]. By using an elegant combination of genetics, pharma-
cology and electrophysiology on brain tissue, these authors
have described a physiological role for Ab in modulating
neuronal activity. Furthermore, they propose a model for
the neuronal dysfunction that accompanies the excessive
production of Ab.


A homeostatic role for Ab in modulation of neuronal


activity


The Ab peptide is formed upon proteolytic processing of the
amyloid precursor protein (APP) by b- and g-secretases.
Unprocessed, full-length APP has been proposed to have a
role in axonal transport of membrane-associated cargo [7].
In addition, the intracellular C-terminal fragment that
results from APP processing by g-secretase functions in
gene expression as a transcription factor [8,9]. By contrast,
the Ab peptide was commonly considered as a dangerous,


unfortunate byproduct of APP processing, despite the fact
that Ab is present in the cerebrospinal fluid and plasma
of healthy individuals throughout life [10]. It had been
previously proposed that Ab might act as a physiological
regulator of ion channel function in neurons, based on
studies using exogenously added Ab peptides and neu-
ronal primary cultures [11,12]. However, it remained to be
proven whether endogenous Ab secreted by neurons had
any physiological role in the brain. Perhaps the most
important contribution of the work by Kamenetz et al. [6]
to the Alzheimer’s disease research field are the obser-
vations that Ab is secreted from healthy neurons in
response to activity and that Ab, in turn, downregulates
excitatory synaptic transmission. This negative feedback
loop, in which neuronal activity promotes Ab production
and Ab decreases synaptic activity, would provide a
physiological homeostatic mechanism to maintain the
levels of neuronal activity in check (Figure 1). This article
describes the implications of this link between Ab pro-
duction and synaptic transmission.


Neuronal activity promotes Ab formation


It had been previously reported that neuronal depolariz-
ation [13], as well as a variety of neurotransmitters,
growth factors and hormone receptors [14], modulate
the generation of APP secretory products. Nevertheless,
neither the mechanisms involved nor the functional
relevance of this regulation was clear. The study by


Figure 1. Model for homeostatic control of neuronal activity by the b-amyloid


peptide, Ab. Ab is formed from amyloid precursor protein (APP) by the action of


b- and g-secretases. Neuronal activity increases b-secretase function, leading to


enhanced secretion of Ab. Ab, in turn, depresses excitatory transmission, which


will result in a reduction of neuronal activity. The regulatory feedback loop


between neuronal activity and Ab production is broken in Alzheimer’s disease


patients, resulting in unchecked accumulation of Ab and neurotoxicity.
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Kamenetz et al. now reveals that spontaneous neuronal
activity enhances the b-secretase-mediated cleavage of
APP, leading to an enhanced secretion of the Ab peptide.
The regulatory effect of Ab requires NMDA receptor
activation. Therefore, it seems reasonable to speculate
that NMDA receptor opening, with the concomitant entry
of Ca2þ into the postsynaptic terminal, triggers the signal-
ing cascade that results in enhanced b-secretase activity.
However, the molecular details that mediate this regula-
tory cascade remain to be elucidated.


Importantly, neuronal activity was shown to regulate
both the low-level basal secretion of endogenous Ab and
the enhanced secretion produced by the Swedish mutation
of APP (this mutation is linked to some forms of familial
Alzheimer’s disease and has been shown to increase pro-
duction of Ab). These results have potential therapeutic
relevance because they indicate that production of Ab can
be slowed by reducing neuronal activity. Interestingly, two
recent clinical studies support this interpretation: benzo-
diazepines, which enhance inhibitory transmission (thus
reducing excitatory drive), and memantine, an NMDA
receptor antagonist, protected against cognitive decline in
Alzheimer’s disease patients [15,16].


Ab secretion downregulates excitatory synaptic


transmission and plasticity


There have been numerous studies on the effect of Ab on
neuronal function. These investigations usually involved
the addition of exogenous Ab peptides to neuronal
preparations, with the concomitant uncertainties concern-
ing peptide aggregation state and access to subcellular
compartments. Alternatively, animal models expressing
mutated proteins associated with familial Alzheimer’s
disease have been very valuable for behavioral and physio-
logical studies. However, these models are often subject to
potential developmental alterations. Kamenetz and col-
leagues have taken advantage of an organotypic slice
culture system from hippocampus, which combines the
versatility of in vitro preparations with the physiological
power of a semi-intact system. This allowed them to
express wild-type APP or different APP derivatives acutely
under several pharmacological situations and study the
effects of endogenously produced Ab on synaptic function
and plasticity. The central conclusion of this extensive
series of experiments is that the Ab depresses fast
excitatory synaptic transmission (mediated by AMPA
and NMDA receptors) but not inhibitory transmission
(mediated by GABA receptors). This effect is exerted by
removing functional synapses, because electrophysio-
logical parameters that reflect separately presynaptic or
postsynaptic function were not affected by enhanced Ab


production. In agreement with previous studies using
exogenously added peptides, Kamenetz et al. showed that
Ab acts in a non-cell-autonomous manner – that is, it
affects both the neuron producing Ab and its neighboring
cells. Although the mechanisms by which Ab leads to
synaptic removal remain unknown, it is worth noting
that soluble, non-aggregated Ab enhances Ca2þ [12,17]
and Kþ [11] channel activity, which could result in altered
synaptic function.


The study by Kamenetz et al. also showed that
Ab production impairs long-term potentiation (LTP), a
paradigmatic form of synaptic plasticity that is widely
accepted as a cellular correlate for learning and memory.
Obviously, these results are very important for under-
standing the cognitive decline and memory deficits asso-
ciated with Alzheimer’s disease. Interestingly, the effects
of Ab on synaptic transmission and plasticity were appa-
rent at levels of Ab production well below those necessary
for plaque formation. These results reinforce the growing
opinion that the initial stages of cognitive decline in
Alzheimer’s disease patients could be due to early dis-
ruptions of synaptic function mediated by Ab before plaque
formation or neuronal cell death [18]. It is also important
to mention that the effects of Ab on synaptic function were
reversible. This result offers hope for therapeutic inter-
ventions designed to slow down or block the production
of Ab, because these might revert early pathological stages
of the disease.


Concluding remarks and unresolved questions


The proposal of a physiological role for Ab has been
supported by a very recent report showing that production
of Ab is important for neuronal viability in primary
cultures [19]. Still, this interpretation is not free from
controversy. For instance, the knockout of the Ab pre-
cursor, APP, causes only minor neurological defects [20],
although it presents enhanced sensitivity to kainate-
induced seizures [21]. Also, mouse knockouts of the pri-
mary b-secretase, b-site APP-cleaving enzyme 1 (BACE1),
have no detectable behavioral or neurological deficits,
despite the fact that production of Ab in these animals is
virtually abolished [22,23]. In this sense, it should be kept
in mind that rodent brain contains very low levels of
endogenous Ab, and rodent Ab is considered to be non-
amyloidogenic [24]. Obviously, these are important issues
when evaluating the physiological relevance of studies
involving the overexpression of human Ab in rats or mice.
However, in support of a physiological role for Ab in
neurons, Kamenetz et al. showed that pharmacological
blockade of endogenous rodent Ab production leads to
enhanced spontaneous neuronal activity and synaptic plas-
ticity [6]. This issue is likely to stir further investigations.


The work by Kamenetz and colleagues has provided a
solid framework for the elucidation of the mechanisms by
which Ab impairs synaptic transmission. Further studies
can now concentrate on understanding how Ab leads to the
removal of excitatory synaptic connections. In addition, it
will be important to identify the signaling cascade that
leads to the enhanced processing of APP upon opening
of NMDA receptors. Obviously, the central question that
remains unanswered is why the regulatory feedback loop
between neuronal activity and Ab production is broken
in Alzheimer’s disease patients, resulting in unchecked
accumulation of Ab and neurotoxicity. Kamenetz et al.
propose two possible scenarios. On the one hand, neurons
might fail to be depressed by Ab, leading to a gradual
build-up of neuronal activity and further Ab secretion. On
the other hand, the machinery for Ab production might
become constitutive – that is, independent from neuronal
activity. It is possible that different causes will underlie the
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different forms of familial Alzheimer’s disease and the
more prevalent sporadic form of this illness. Future
studies will hopefully clarify these issues.


Although multiple mechanistic questions remain open,
the study by Kamenetz and colleagues has furthered our
understanding of the pathological processes leading to
Alzheimer’s disease. But perhaps more importantly, this
work has challenged our traditional perception of the
b-amyloid peptide. Originally thought of as a toxic waste
product, it is now been revealed as an endogenous regu-
lator of neuronal activity. We can only hope that this new
knowledge will help us to design better therapeutic stra-
tegies for when the time comes to fight the enemy within.
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Deconstructing the axon: Wallerian degeneration and
the ubiquitin–proteasome system


Michael D. Ehlers


Department of Neurobiology, Duke University Medical Center, Box 3209, Durham, NC 27710, USA


The active process by which axons degenerate has


been shown to require the ubiquitin–proteasome sys-


tem. A new study reveals potential linkage between the


cellular protein degradation machinery and axon loss in


neurodegeneration and injury.


Separated by millimeters (or even meters) from the cell
body, axons seem to have a life of their own. When severed
from the soma, axons can persist and remain viable for
days before ultimately succumbing to degeneration [1].


When it ensues, axon degeneration is rapid and occurs
independently of classic apoptotic cascades [2]. Termed
Wallerian degeneration [3], this process of axon disinte-
gration occurs in a variety of chronic neurological diseases
as well as upon traumatic, toxic or ischemic injury [4,5],
leading frequently to profound neurological deficits.


Classically (and logically), axon loss has been thought to
result from deprivation of required nutrients, proteins,
and other biosynthetic material from the cell body.
However, this notion has been upended in recent years
by the discovery of the spontaneous mouse mutant strain
WldS, whose transected axons live and thrive for weeksCorresponding author: Michael D. Ehlers (ehlers@neuro.duke.edu).
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OEBPS/js/jquery-latest.js
/*!
 * jQuery JavaScript Library v1.4.2
 * http://jquery.com/
 *
 * Copyright 2010, John Resig
 * Dual licensed under the MIT or GPL Version 2 licenses.
 * http://jquery.org/license
 *
 * Includes Sizzle.js
 * http://sizzlejs.com/
 * Copyright 2010, The Dojo Foundation
 * Released under the MIT, BSD, and GPL Licenses.
 *
 * Date: Sat Feb 13 22:33:48 2010 -0500
 */
(function( window, undefined ) {

// Define a local copy of jQuery
var jQuery = function( selector, context ) {
		// The jQuery object is actually just the init constructor 'enhanced'
		return new jQuery.fn.init( selector, context );
	},

	// Map over jQuery in case of overwrite
	_jQuery = window.jQuery,

	// Map over the $ in case of overwrite
	_$ = window.$,

	// Use the correct document accordingly with window argument (sandbox)
	document = window.document,

	// A central reference to the root jQuery(document)
	rootjQuery,

	// A simple way to check for HTML strings or ID strings
	// (both of which we optimize for)
	quickExpr = /^[^<]*(<[\w\W]+>)[^>]*$|^#([\w-]+)$/,

	// Is it a simple selector
	isSimple = /^.[^:#\[\.,]*$/,

	// Check if a string has a non-whitespace character in it
	rnotwhite = /\S/,

	// Used for trimming whitespace
	rtrim = /^(\s|\u00A0)+|(\s|\u00A0)+$/g,

	// Match a standalone tag
	rsingleTag = /^<(\w+)\s*\/?>(?:<\/\1>)?$/,

	// Keep a UserAgent string for use with jQuery.browser
	userAgent = navigator.userAgent,

	// For matching the engine and version of the browser
	browserMatch,
	
	// Has the ready events already been bound?
	readyBound = false,
	
	// The functions to execute on DOM ready
	readyList = [],

	// The ready event handler
	DOMContentLoaded,

	// Save a reference to some core methods
	toString = Object.prototype.toString,
	hasOwnProperty = Object.prototype.hasOwnProperty,
	push = Array.prototype.push,
	slice = Array.prototype.slice,
	indexOf = Array.prototype.indexOf;

jQuery.fn = jQuery.prototype = {
	init: function( selector, context ) {
		var match, elem, ret, doc;

		// Handle $(""), $(null), or $(undefined)
		if ( !selector ) {
			return this;
		}

		// Handle $(DOMElement)
		if ( selector.nodeType ) {
			this.context = this[0] = selector;
			this.length = 1;
			return this;
		}
		
		// The body element only exists once, optimize finding it
		if ( selector === "body" && !context ) {
			this.context = document;
			this[0] = document.body;
			this.selector = "body";
			this.length = 1;
			return this;
		}

		// Handle HTML strings
		if ( typeof selector === "string" ) {
			// Are we dealing with HTML string or an ID?
			match = quickExpr.exec( selector );

			// Verify a match, and that no context was specified for #id
			if ( match && (match[1] || !context) ) {

				// HANDLE: $(html) -> $(array)
				if ( match[1] ) {
					doc = (context ? context.ownerDocument || context : document);

					// If a single string is passed in and it's a single tag
					// just do a createElement and skip the rest
					ret = rsingleTag.exec( selector );

					if ( ret ) {
						if ( jQuery.isPlainObject( context ) ) {
							selector = [ document.createElement( ret[1] ) ];
							jQuery.fn.attr.call( selector, context, true );

						} else {
							selector = [ doc.createElement( ret[1] ) ];
						}

					} else {
						ret = buildFragment( [ match[1] ], [ doc ] );
						selector = (ret.cacheable ? ret.fragment.cloneNode(true) : ret.fragment).childNodes;
					}
					
					return jQuery.merge( this, selector );
					
				// HANDLE: $("#id")
				} else {
					elem = document.getElementById( match[2] );

					if ( elem ) {
						// Handle the case where IE and Opera return items
						// by name instead of ID
						if ( elem.id !== match[2] ) {
							return rootjQuery.find( selector );
						}

						// Otherwise, we inject the element directly into the jQuery object
						this.length = 1;
						this[0] = elem;
					}

					this.context = document;
					this.selector = selector;
					return this;
				}

			// HANDLE: $("TAG")
			} else if ( !context && /^\w+$/.test( selector ) ) {
				this.selector = selector;
				this.context = document;
				selector = document.getElementsByTagName( selector );
				return jQuery.merge( this, selector );

			// HANDLE: $(expr, $(...))
			} else if ( !context || context.jquery ) {
				return (context || rootjQuery).find( selector );

			// HANDLE: $(expr, context)
			// (which is just equivalent to: $(context).find(expr)
			} else {
				return jQuery( context ).find( selector );
			}

		// HANDLE: $(function)
		// Shortcut for document ready
		} else if ( jQuery.isFunction( selector ) ) {
			return rootjQuery.ready( selector );
		}

		if (selector.selector !== undefined) {
			this.selector = selector.selector;
			this.context = selector.context;
		}

		return jQuery.makeArray( selector, this );
	},

	// Start with an empty selector
	selector: "",

	// The current version of jQuery being used
	jquery: "1.4.2",

	// The default length of a jQuery object is 0
	length: 0,

	// The number of elements contained in the matched element set
	size: function() {
		return this.length;
	},

	toArray: function() {
		return slice.call( this, 0 );
	},

	// Get the Nth element in the matched element set OR
	// Get the whole matched element set as a clean array
	get: function( num ) {
		return num == null ?

			// Return a 'clean' array
			this.toArray() :

			// Return just the object
			( num < 0 ? this.slice(num)[ 0 ] : this[ num ] );
	},

	// Take an array of elements and push it onto the stack
	// (returning the new matched element set)
	pushStack: function( elems, name, selector ) {
		// Build a new jQuery matched element set
		var ret = jQuery();

		if ( jQuery.isArray( elems ) ) {
			push.apply( ret, elems );
		
		} else {
			jQuery.merge( ret, elems );
		}

		// Add the old object onto the stack (as a reference)
		ret.prevObject = this;

		ret.context = this.context;

		if ( name === "find" ) {
			ret.selector = this.selector + (this.selector ? " " : "") + selector;
		} else if ( name ) {
			ret.selector = this.selector + "." + name + "(" + selector + ")";
		}

		// Return the newly-formed element set
		return ret;
	},

	// Execute a callback for every element in the matched set.
	// (You can seed the arguments with an array of args, but this is
	// only used internally.)
	each: function( callback, args ) {
		return jQuery.each( this, callback, args );
	},
	
	ready: function( fn ) {
		// Attach the listeners
		jQuery.bindReady();

		// If the DOM is already ready
		if ( jQuery.isReady ) {
			// Execute the function immediately
			fn.call( document, jQuery );

		// Otherwise, remember the function for later
		} else if ( readyList ) {
			// Add the function to the wait list
			readyList.push( fn );
		}

		return this;
	},
	
	eq: function( i ) {
		return i === -1 ?
			this.slice( i ) :
			this.slice( i, +i + 1 );
	},

	first: function() {
		return this.eq( 0 );
	},

	last: function() {
		return this.eq( -1 );
	},

	slice: function() {
		return this.pushStack( slice.apply( this, arguments ),
			"slice", slice.call(arguments).join(",") );
	},

	map: function( callback ) {
		return this.pushStack( jQuery.map(this, function( elem, i ) {
			return callback.call( elem, i, elem );
		}));
	},
	
	end: function() {
		return this.prevObject || jQuery(null);
	},

	// For internal use only.
	// Behaves like an Array's method, not like a jQuery method.
	push: push,
	sort: [].sort,
	splice: [].splice
};

// Give the init function the jQuery prototype for later instantiation
jQuery.fn.init.prototype = jQuery.fn;

jQuery.extend = jQuery.fn.extend = function() {
	// copy reference to target object
	var target = arguments[0] || {}, i = 1, length = arguments.length, deep = false, options, name, src, copy;

	// Handle a deep copy situation
	if ( typeof target === "boolean" ) {
		deep = target;
		target = arguments[1] || {};
		// skip the boolean and the target
		i = 2;
	}

	// Handle case when target is a string or something (possible in deep copy)
	if ( typeof target !== "object" && !jQuery.isFunction(target) ) {
		target = {};
	}

	// extend jQuery itself if only one argument is passed
	if ( length === i ) {
		target = this;
		--i;
	}

	for ( ; i < length; i++ ) {
		// Only deal with non-null/undefined values
		if ( (options = arguments[ i ]) != null ) {
			// Extend the base object
			for ( name in options ) {
				src = target[ name ];
				copy = options[ name ];

				// Prevent never-ending loop
				if ( target === copy ) {
					continue;
				}

				// Recurse if we're merging object literal values or arrays
				if ( deep && copy && ( jQuery.isPlainObject(copy) || jQuery.isArray(copy) ) ) {
					var clone = src && ( jQuery.isPlainObject(src) || jQuery.isArray(src) ) ? src
						: jQuery.isArray(copy) ? [] : {};

					// Never move original objects, clone them
					target[ name ] = jQuery.extend( deep, clone, copy );

				// Don't bring in undefined values
				} else if ( copy !== undefined ) {
					target[ name ] = copy;
				}
			}
		}
	}

	// Return the modified object
	return target;
};

jQuery.extend({
	noConflict: function( deep ) {
		window.$ = _$;

		if ( deep ) {
			window.jQuery = _jQuery;
		}

		return jQuery;
	},
	
	// Is the DOM ready to be used? Set to true once it occurs.
	isReady: false,
	
	// Handle when the DOM is ready
	ready: function() {
		// Make sure that the DOM is not already loaded
		if ( !jQuery.isReady ) {
			// Make sure body exists, at least, in case IE gets a little overzealous (ticket #5443).
			if ( !document.body ) {
				return setTimeout( jQuery.ready, 13 );
			}

			// Remember that the DOM is ready
			jQuery.isReady = true;

			// If there are functions bound, to execute
			if ( readyList ) {
				// Execute all of them
				var fn, i = 0;
				while ( (fn = readyList[ i++ ]) ) {
					fn.call( document, jQuery );
				}

				// Reset the list of functions
				readyList = null;
			}

			// Trigger any bound ready events
			if ( jQuery.fn.triggerHandler ) {
				jQuery( document ).triggerHandler( "ready" );
			}
		}
	},
	
	bindReady: function() {
		if ( readyBound ) {
			return;
		}

		readyBound = true;

		// Catch cases where $(document).ready() is called after the
		// browser event has already occurred.
		if ( document.readyState === "complete" ) {
			return jQuery.ready();
		}

		// Mozilla, Opera and webkit nightlies currently support this event
		if ( document.addEventListener ) {
			// Use the handy event callback
			document.addEventListener( "DOMContentLoaded", DOMContentLoaded, false );
			
			// A fallback to window.onload, that will always work
			window.addEventListener( "load", jQuery.ready, false );

		// If IE event model is used
		} else if ( document.attachEvent ) {
			// ensure firing before onload,
			// maybe late but safe also for iframes
			document.attachEvent("onreadystatechange", DOMContentLoaded);
			
			// A fallback to window.onload, that will always work
			window.attachEvent( "onload", jQuery.ready );

			// If IE and not a frame
			// continually check to see if the document is ready
			var toplevel = false;

			try {
				toplevel = window.frameElement == null;
			} catch(e) {}

			if ( document.documentElement.doScroll && toplevel ) {
				doScrollCheck();
			}
		}
	},

	// See test/unit/core.js for details concerning isFunction.
	// Since version 1.3, DOM methods and functions like alert
	// aren't supported. They return false on IE (#2968).
	isFunction: function( obj ) {
		return toString.call(obj) === "[object Function]";
	},

	isArray: function( obj ) {
		return toString.call(obj) === "[object Array]";
	},

	isPlainObject: function( obj ) {
		// Must be an Object.
		// Because of IE, we also have to check the presence of the constructor property.
		// Make sure that DOM nodes and window objects don't pass through, as well
		if ( !obj || toString.call(obj) !== "[object Object]" || obj.nodeType || obj.setInterval ) {
			return false;
		}
		
		// Not own constructor property must be Object
		if ( obj.constructor
			&& !hasOwnProperty.call(obj, "constructor")
			&& !hasOwnProperty.call(obj.constructor.prototype, "isPrototypeOf") ) {
			return false;
		}
		
		// Own properties are enumerated firstly, so to speed up,
		// if last one is own, then all properties are own.
	
		var key;
		for ( key in obj ) {}
		
		return key === undefined || hasOwnProperty.call( obj, key );
	},

	isEmptyObject: function( obj ) {
		for ( var name in obj ) {
			return false;
		}
		return true;
	},
	
	error: function( msg ) {
		throw msg;
	},
	
	parseJSON: function( data ) {
		if ( typeof data !== "string" || !data ) {
			return null;
		}

		// Make sure leading/trailing whitespace is removed (IE can't handle it)
		data = jQuery.trim( data );
		
		// Make sure the incoming data is actual JSON
		// Logic borrowed from http://json.org/json2.js
		if ( /^[\],:{}\s]*$/.test(data.replace(/\\(?:["\\\/bfnrt]|u[0-9a-fA-F]{4})/g, "@")
			.replace(/"[^"\\\n\r]*"|true|false|null|-?\d+(?:\.\d*)?(?:[eE][+\-]?\d+)?/g, "]")
			.replace(/(?:^|:|,)(?:\s*\[)+/g, "")) ) {

			// Try to use the native JSON parser first
			return window.JSON && window.JSON.parse ?
				window.JSON.parse( data ) :
				(new Function("return " + data))();

		} else {
			jQuery.error( "Invalid JSON: " + data );
		}
	},

	noop: function() {},

	// Evalulates a script in a global context
	globalEval: function( data ) {
		if ( data && rnotwhite.test(data) ) {
			// Inspired by code by Andrea Giammarchi
			// http://webreflection.blogspot.com/2007/08/global-scope-evaluation-and-dom.html
			var head = document.getElementsByTagName("head")[0] || document.documentElement,
				script = document.createElement("script");

			script.type = "text/javascript";

			if ( jQuery.support.scriptEval ) {
				script.appendChild( document.createTextNode( data ) );
			} else {
				script.text = data;
			}

			// Use insertBefore instead of appendChild to circumvent an IE6 bug.
			// This arises when a base node is used (#2709).
			head.insertBefore( script, head.firstChild );
			head.removeChild( script );
		}
	},

	nodeName: function( elem, name ) {
		return elem.nodeName && elem.nodeName.toUpperCase() === name.toUpperCase();
	},

	// args is for internal usage only
	each: function( object, callback, args ) {
		var name, i = 0,
			length = object.length,
			isObj = length === undefined || jQuery.isFunction(object);

		if ( args ) {
			if ( isObj ) {
				for ( name in object ) {
					if ( callback.apply( object[ name ], args ) === false ) {
						break;
					}
				}
			} else {
				for ( ; i < length; ) {
					if ( callback.apply( object[ i++ ], args ) === false ) {
						break;
					}
				}
			}

		// A special, fast, case for the most common use of each
		} else {
			if ( isObj ) {
				for ( name in object ) {
					if ( callback.call( object[ name ], name, object[ name ] ) === false ) {
						break;
					}
				}
			} else {
				for ( var value = object[0];
					i < length && callback.call( value, i, value ) !== false; value = object[++i] ) {}
			}
		}

		return object;
	},

	trim: function( text ) {
		return (text || "").replace( rtrim, "" );
	},

	// results is for internal usage only
	makeArray: function( array, results ) {
		var ret = results || [];

		if ( array != null ) {
			// The window, strings (and functions) also have 'length'
			// The extra typeof function check is to prevent crashes
			// in Safari 2 (See: #3039)
			if ( array.length == null || typeof array === "string" || jQuery.isFunction(array) || (typeof array !== "function" && array.setInterval) ) {
				push.call( ret, array );
			} else {
				jQuery.merge( ret, array );
			}
		}

		return ret;
	},

	inArray: function( elem, array ) {
		if ( array.indexOf ) {
			return array.indexOf( elem );
		}

		for ( var i = 0, length = array.length; i < length; i++ ) {
			if ( array[ i ] === elem ) {
				return i;
			}
		}

		return -1;
	},

	merge: function( first, second ) {
		var i = first.length, j = 0;

		if ( typeof second.length === "number" ) {
			for ( var l = second.length; j < l; j++ ) {
				first[ i++ ] = second[ j ];
			}
		
		} else {
			while ( second[j] !== undefined ) {
				first[ i++ ] = second[ j++ ];
			}
		}

		first.length = i;

		return first;
	},

	grep: function( elems, callback, inv ) {
		var ret = [];

		// Go through the array, only saving the items
		// that pass the validator function
		for ( var i = 0, length = elems.length; i < length; i++ ) {
			if ( !inv !== !callback( elems[ i ], i ) ) {
				ret.push( elems[ i ] );
			}
		}

		return ret;
	},

	// arg is for internal usage only
	map: function( elems, callback, arg ) {
		var ret = [], value;

		// Go through the array, translating each of the items to their
		// new value (or values).
		for ( var i = 0, length = elems.length; i < length; i++ ) {
			value = callback( elems[ i ], i, arg );

			if ( value != null ) {
				ret[ ret.length ] = value;
			}
		}

		return ret.concat.apply( [], ret );
	},

	// A global GUID counter for objects
	guid: 1,

	proxy: function( fn, proxy, thisObject ) {
		if ( arguments.length === 2 ) {
			if ( typeof proxy === "string" ) {
				thisObject = fn;
				fn = thisObject[ proxy ];
				proxy = undefined;

			} else if ( proxy && !jQuery.isFunction( proxy ) ) {
				thisObject = proxy;
				proxy = undefined;
			}
		}

		if ( !proxy && fn ) {
			proxy = function() {
				return fn.apply( thisObject || this, arguments );
			};
		}

		// Set the guid of unique handler to the same of original handler, so it can be removed
		if ( fn ) {
			proxy.guid = fn.guid = fn.guid || proxy.guid || jQuery.guid++;
		}

		// So proxy can be declared as an argument
		return proxy;
	},

	// Use of jQuery.browser is frowned upon.
	// More details: http://docs.jquery.com/Utilities/jQuery.browser
	uaMatch: function( ua ) {
		ua = ua.toLowerCase();

		var match = /(webkit)[ \/]([\w.]+)/.exec( ua ) ||
			/(opera)(?:.*version)?[ \/]([\w.]+)/.exec( ua ) ||
			/(msie) ([\w.]+)/.exec( ua ) ||
			!/compatible/.test( ua ) && /(mozilla)(?:.*? rv:([\w.]+))?/.exec( ua ) ||
		  	[];

		return { browser: match[1] || "", version: match[2] || "0" };
	},

	browser: {}
});

browserMatch = jQuery.uaMatch( userAgent );
if ( browserMatch.browser ) {
	jQuery.browser[ browserMatch.browser ] = true;
	jQuery.browser.version = browserMatch.version;
}

// Deprecated, use jQuery.browser.webkit instead
if ( jQuery.browser.webkit ) {
	jQuery.browser.safari = true;
}

if ( indexOf ) {
	jQuery.inArray = function( elem, array ) {
		return indexOf.call( array, elem );
	};
}

// All jQuery objects should point back to these
rootjQuery = jQuery(document);

// Cleanup functions for the document ready method
if ( document.addEventListener ) {
	DOMContentLoaded = function() {
		document.removeEventListener( "DOMContentLoaded", DOMContentLoaded, false );
		jQuery.ready();
	};

} else if ( document.attachEvent ) {
	DOMContentLoaded = function() {
		// Make sure body exists, at least, in case IE gets a little overzealous (ticket #5443).
		if ( document.readyState === "complete" ) {
			document.detachEvent( "onreadystatechange", DOMContentLoaded );
			jQuery.ready();
		}
	};
}

// The DOM ready check for Internet Explorer
function doScrollCheck() {
	if ( jQuery.isReady ) {
		return;
	}

	try {
		// If IE is used, use the trick by Diego Perini
		// http://javascript.nwbox.com/IEContentLoaded/
		document.documentElement.doScroll("left");
	} catch( error ) {
		setTimeout( doScrollCheck, 1 );
		return;
	}

	// and execute any waiting functions
	jQuery.ready();
}

function evalScript( i, elem ) {
	if ( elem.src ) {
		jQuery.ajax({
			url: elem.src,
			async: false,
			dataType: "script"
		});
	} else {
		jQuery.globalEval( elem.text || elem.textContent || elem.innerHTML || "" );
	}

	if ( elem.parentNode ) {
		elem.parentNode.removeChild( elem );
	}
}

// Mutifunctional method to get and set values to a collection
// The value/s can be optionally by executed if its a function
function access( elems, key, value, exec, fn, pass ) {
	var length = elems.length;
	
	// Setting many attributes
	if ( typeof key === "object" ) {
		for ( var k in key ) {
			access( elems, k, key[k], exec, fn, value );
		}
		return elems;
	}
	
	// Setting one attribute
	if ( value !== undefined ) {
		// Optionally, function values get executed if exec is true
		exec = !pass && exec && jQuery.isFunction(value);
		
		for ( var i = 0; i < length; i++ ) {
			fn( elems[i], key, exec ? value.call( elems[i], i, fn( elems[i], key ) ) : value, pass );
		}
		
		return elems;
	}
	
	// Getting an attribute
	return length ? fn( elems[0], key ) : undefined;
}

function now() {
	return (new Date).getTime();
}
(function() {

	jQuery.support = {};

	var root = document.documentElement,
		script = document.createElement("script"),
		div = document.createElement("div"),
		id = "script" + now();

	div.style.display = "none";
	div.innerHTML = "   <link/><table></table><a href='/a' style='color:red;float:left;opacity:.55;'>a</a><input type='checkbox'/>";

	var all = div.getElementsByTagName("*"),
		a = div.getElementsByTagName("a")[0];

	// Can't get basic test support
	if ( !all || !all.length || !a ) {
		return;
	}

	jQuery.support = {
		// IE strips leading whitespace when .innerHTML is used
		leadingWhitespace: div.firstChild.nodeType === 3,

		// Make sure that tbody elements aren't automatically inserted
		// IE will insert them into empty tables
		tbody: !div.getElementsByTagName("tbody").length,

		// Make sure that link elements get serialized correctly by innerHTML
		// This requires a wrapper element in IE
		htmlSerialize: !!div.getElementsByTagName("link").length,

		// Get the style information from getAttribute
		// (IE uses .cssText insted)
		style: /red/.test( a.getAttribute("style") ),

		// Make sure that URLs aren't manipulated
		// (IE normalizes it by default)
		hrefNormalized: a.getAttribute("href") === "/a",

		// Make sure that element opacity exists
		// (IE uses filter instead)
		// Use a regex to work around a WebKit issue. See #5145
		opacity: /^0.55$/.test( a.style.opacity ),

		// Verify style float existence
		// (IE uses styleFloat instead of cssFloat)
		cssFloat: !!a.style.cssFloat,

		// Make sure that if no value is specified for a checkbox
		// that it defaults to "on".
		// (WebKit defaults to "" instead)
		checkOn: div.getElementsByTagName("input")[0].value === "on",

		// Make sure that a selected-by-default option has a working selected property.
		// (WebKit defaults to false instead of true, IE too, if it's in an optgroup)
		optSelected: document.createElement("select").appendChild( document.createElement("option") ).selected,

		parentNode: div.removeChild( div.appendChild( document.createElement("div") ) ).parentNode === null,

		// Will be defined later
		deleteExpando: true,
		checkClone: false,
		scriptEval: false,
		noCloneEvent: true,
		boxModel: null
	};

	script.type = "text/javascript";
	try {
		script.appendChild( document.createTextNode( "window." + id + "=1;" ) );
	} catch(e) {}

	root.insertBefore( script, root.firstChild );

	// Make sure that the execution of code works by injecting a script
	// tag with appendChild/createTextNode
	// (IE doesn't support this, fails, and uses .text instead)
	if ( window[ id ] ) {
		jQuery.support.scriptEval = true;
		delete window[ id ];
	}

	// Test to see if it's possible to delete an expando from an element
	// Fails in Internet Explorer
	try {
		delete script.test;
	
	} catch(e) {
		jQuery.support.deleteExpando = false;
	}

	root.removeChild( script );

	if ( div.attachEvent && div.fireEvent ) {
		div.attachEvent("onclick", function click() {
			// Cloning a node shouldn't copy over any
			// bound event handlers (IE does this)
			jQuery.support.noCloneEvent = false;
			div.detachEvent("onclick", click);
		});
		div.cloneNode(true).fireEvent("onclick");
	}

	div = document.createElement("div");
	div.innerHTML = "<input type='radio' name='radiotest' checked='checked'/>";

	var fragment = document.createDocumentFragment();
	fragment.appendChild( div.firstChild );

	// WebKit doesn't clone checked state correctly in fragments
	jQuery.support.checkClone = fragment.cloneNode(true).cloneNode(true).lastChild.checked;

	// Figure out if the W3C box model works as expected
	// document.body must exist before we can do this
	jQuery(function() {
		var div = document.createElement("div");
		div.style.width = div.style.paddingLeft = "1px";

		document.body.appendChild( div );
		jQuery.boxModel = jQuery.support.boxModel = div.offsetWidth === 2;
		document.body.removeChild( div ).style.display = 'none';

		div = null;
	});

	// Technique from Juriy Zaytsev
	// http://thinkweb2.com/projects/prototype/detecting-event-support-without-browser-sniffing/
	var eventSupported = function( eventName ) { 
		var el = document.createElement("div"); 
		eventName = "on" + eventName; 

		var isSupported = (eventName in el); 
		if ( !isSupported ) { 
			el.setAttribute(eventName, "return;"); 
			isSupported = typeof el[eventName] === "function"; 
		} 
		el = null; 

		return isSupported; 
	};
	
	jQuery.support.submitBubbles = eventSupported("submit");
	jQuery.support.changeBubbles = eventSupported("change");

	// release memory in IE
	root = script = div = all = a = null;
})();

jQuery.props = {
	"for": "htmlFor",
	"class": "className",
	readonly: "readOnly",
	maxlength: "maxLength",
	cellspacing: "cellSpacing",
	rowspan: "rowSpan",
	colspan: "colSpan",
	tabindex: "tabIndex",
	usemap: "useMap",
	frameborder: "frameBorder"
};
var expando = "jQuery" + now(), uuid = 0, windowData = {};

jQuery.extend({
	cache: {},
	
	expando:expando,

	// The following elements throw uncatchable exceptions if you
	// attempt to add expando properties to them.
	noData: {
		"embed": true,
		"object": true,
		"applet": true
	},

	data: function( elem, name, data ) {
		if ( elem.nodeName && jQuery.noData[elem.nodeName.toLowerCase()] ) {
			return;
		}

		elem = elem == window ?
			windowData :
			elem;

		var id = elem[ expando ], cache = jQuery.cache, thisCache;

		if ( !id && typeof name === "string" && data === undefined ) {
			return null;
		}

		// Compute a unique ID for the element
		if ( !id ) { 
			id = ++uuid;
		}

		// Avoid generating a new cache unless none exists and we
		// want to manipulate it.
		if ( typeof name === "object" ) {
			elem[ expando ] = id;
			thisCache = cache[ id ] = jQuery.extend(true, {}, name);

		} else if ( !cache[ id ] ) {
			elem[ expando ] = id;
			cache[ id ] = {};
		}

		thisCache = cache[ id ];

		// Prevent overriding the named cache with undefined values
		if ( data !== undefined ) {
			thisCache[ name ] = data;
		}

		return typeof name === "string" ? thisCache[ name ] : thisCache;
	},

	removeData: function( elem, name ) {
		if ( elem.nodeName && jQuery.noData[elem.nodeName.toLowerCase()] ) {
			return;
		}

		elem = elem == window ?
			windowData :
			elem;

		var id = elem[ expando ], cache = jQuery.cache, thisCache = cache[ id ];

		// If we want to remove a specific section of the element's data
		if ( name ) {
			if ( thisCache ) {
				// Remove the section of cache data
				delete thisCache[ name ];

				// If we've removed all the data, remove the element's cache
				if ( jQuery.isEmptyObject(thisCache) ) {
					jQuery.removeData( elem );
				}
			}

		// Otherwise, we want to remove all of the element's data
		} else {
			if ( jQuery.support.deleteExpando ) {
				delete elem[ jQuery.expando ];

			} else if ( elem.removeAttribute ) {
				elem.removeAttribute( jQuery.expando );
			}

			// Completely remove the data cache
			delete cache[ id ];
		}
	}
});

jQuery.fn.extend({
	data: function( key, value ) {
		if ( typeof key === "undefined" && this.length ) {
			return jQuery.data( this[0] );

		} else if ( typeof key === "object" ) {
			return this.each(function() {
				jQuery.data( this, key );
			});
		}

		var parts = key.split(".");
		parts[1] = parts[1] ? "." + parts[1] : "";

		if ( value === undefined ) {
			var data = this.triggerHandler("getData" + parts[1] + "!", [parts[0]]);

			if ( data === undefined && this.length ) {
				data = jQuery.data( this[0], key );
			}
			return data === undefined && parts[1] ?
				this.data( parts[0] ) :
				data;
		} else {
			return this.trigger("setData" + parts[1] + "!", [parts[0], value]).each(function() {
				jQuery.data( this, key, value );
			});
		}
	},

	removeData: function( key ) {
		return this.each(function() {
			jQuery.removeData( this, key );
		});
	}
});
jQuery.extend({
	queue: function( elem, type, data ) {
		if ( !elem ) {
			return;
		}

		type = (type || "fx") + "queue";
		var q = jQuery.data( elem, type );

		// Speed up dequeue by getting out quickly if this is just a lookup
		if ( !data ) {
			return q || [];
		}

		if ( !q || jQuery.isArray(data) ) {
			q = jQuery.data( elem, type, jQuery.makeArray(data) );

		} else {
			q.push( data );
		}

		return q;
	},

	dequeue: function( elem, type ) {
		type = type || "fx";

		var queue = jQuery.queue( elem, type ), fn = queue.shift();

		// If the fx queue is dequeued, always remove the progress sentinel
		if ( fn === "inprogress" ) {
			fn = queue.shift();
		}

		if ( fn ) {
			// Add a progress sentinel to prevent the fx queue from being
			// automatically dequeued
			if ( type === "fx" ) {
				queue.unshift("inprogress");
			}

			fn.call(elem, function() {
				jQuery.dequeue(elem, type);
			});
		}
	}
});

jQuery.fn.extend({
	queue: function( type, data ) {
		if ( typeof type !== "string" ) {
			data = type;
			type = "fx";
		}

		if ( data === undefined ) {
			return jQuery.queue( this[0], type );
		}
		return this.each(function( i, elem ) {
			var queue = jQuery.queue( this, type, data );

			if ( type === "fx" && queue[0] !== "inprogress" ) {
				jQuery.dequeue( this, type );
			}
		});
	},
	dequeue: function( type ) {
		return this.each(function() {
			jQuery.dequeue( this, type );
		});
	},

	// Based off of the plugin by Clint Helfers, with permission.
	// http://blindsignals.com/index.php/2009/07/jquery-delay/
	delay: function( time, type ) {
		time = jQuery.fx ? jQuery.fx.speeds[time] || time : time;
		type = type || "fx";

		return this.queue( type, function() {
			var elem = this;
			setTimeout(function() {
				jQuery.dequeue( elem, type );
			}, time );
		});
	},

	clearQueue: function( type ) {
		return this.queue( type || "fx", [] );
	}
});
var rclass = /[\n\t]/g,
	rspace = /\s+/,
	rreturn = /\r/g,
	rspecialurl = /href|src|style/,
	rtype = /(button|input)/i,
	rfocusable = /(button|input|object|select|textarea)/i,
	rclickable = /^(a|area)$/i,
	rradiocheck = /radio|checkbox/;

jQuery.fn.extend({
	attr: function( name, value ) {
		return access( this, name, value, true, jQuery.attr );
	},

	removeAttr: function( name, fn ) {
		return this.each(function(){
			jQuery.attr( this, name, "" );
			if ( this.nodeType === 1 ) {
				this.removeAttribute( name );
			}
		});
	},

	addClass: function( value ) {
		if ( jQuery.isFunction(value) ) {
			return this.each(function(i) {
				var self = jQuery(this);
				self.addClass( value.call(this, i, self.attr("class")) );
			});
		}

		if ( value && typeof value === "string" ) {
			var classNames = (value || "").split( rspace );

			for ( var i = 0, l = this.length; i < l; i++ ) {
				var elem = this[i];

				if ( elem.nodeType === 1 ) {
					if ( !elem.className ) {
						elem.className = value;

					} else {
						var className = " " + elem.className + " ", setClass = elem.className;
						for ( var c = 0, cl = classNames.length; c < cl; c++ ) {
							if ( className.indexOf( " " + classNames[c] + " " ) < 0 ) {
								setClass += " " + classNames[c];
							}
						}
						elem.className = jQuery.trim( setClass );
					}
				}
			}
		}

		return this;
	},

	removeClass: function( value ) {
		if ( jQuery.isFunction(value) ) {
			return this.each(function(i) {
				var self = jQuery(this);
				self.removeClass( value.call(this, i, self.attr("class")) );
			});
		}

		if ( (value && typeof value === "string") || value === undefined ) {
			var classNames = (value || "").split(rspace);

			for ( var i = 0, l = this.length; i < l; i++ ) {
				var elem = this[i];

				if ( elem.nodeType === 1 && elem.className ) {
					if ( value ) {
						var className = (" " + elem.className + " ").replace(rclass, " ");
						for ( var c = 0, cl = classNames.length; c < cl; c++ ) {
							className = className.replace(" " + classNames[c] + " ", " ");
						}
						elem.className = jQuery.trim( className );

					} else {
						elem.className = "";
					}
				}
			}
		}

		return this;
	},

	toggleClass: function( value, stateVal ) {
		var type = typeof value, isBool = typeof stateVal === "boolean";

		if ( jQuery.isFunction( value ) ) {
			return this.each(function(i) {
				var self = jQuery(this);
				self.toggleClass( value.call(this, i, self.attr("class"), stateVal), stateVal );
			});
		}

		return this.each(function() {
			if ( type === "string" ) {
				// toggle individual class names
				var className, i = 0, self = jQuery(this),
					state = stateVal,
					classNames = value.split( rspace );

				while ( (className = classNames[ i++ ]) ) {
					// check each className given, space seperated list
					state = isBool ? state : !self.hasClass( className );
					self[ state ? "addClass" : "removeClass" ]( className );
				}

			} else if ( type === "undefined" || type === "boolean" ) {
				if ( this.className ) {
					// store className if set
					jQuery.data( this, "__className__", this.className );
				}

				// toggle whole className
				this.className = this.className || value === false ? "" : jQuery.data( this, "__className__" ) || "";
			}
		});
	},

	hasClass: function( selector ) {
		var className = " " + selector + " ";
		for ( var i = 0, l = this.length; i < l; i++ ) {
			if ( (" " + this[i].className + " ").replace(rclass, " ").indexOf( className ) > -1 ) {
				return true;
			}
		}

		return false;
	},

	val: function( value ) {
		if ( value === undefined ) {
			var elem = this[0];

			if ( elem ) {
				if ( jQuery.nodeName( elem, "option" ) ) {
					return (elem.attributes.value || {}).specified ? elem.value : elem.text;
				}

				// We need to handle select boxes special
				if ( jQuery.nodeName( elem, "select" ) ) {
					var index = elem.selectedIndex,
						values = [],
						options = elem.options,
						one = elem.type === "select-one";

					// Nothing was selected
					if ( index < 0 ) {
						return null;
					}

					// Loop through all the selected options
					for ( var i = one ? index : 0, max = one ? index + 1 : options.length; i < max; i++ ) {
						var option = options[ i ];

						if ( option.selected ) {
							// Get the specifc value for the option
							value = jQuery(option).val();

							// We don't need an array for one selects
							if ( one ) {
								return value;
							}

							// Multi-Selects return an array
							values.push( value );
						}
					}

					return values;
				}

				// Handle the case where in Webkit "" is returned instead of "on" if a value isn't specified
				if ( rradiocheck.test( elem.type ) && !jQuery.support.checkOn ) {
					return elem.getAttribute("value") === null ? "on" : elem.value;
				}
				

				// Everything else, we just grab the value
				return (elem.value || "").replace(rreturn, "");

			}

			return undefined;
		}

		var isFunction = jQuery.isFunction(value);

		return this.each(function(i) {
			var self = jQuery(this), val = value;

			if ( this.nodeType !== 1 ) {
				return;
			}

			if ( isFunction ) {
				val = value.call(this, i, self.val());
			}

			// Typecast each time if the value is a Function and the appended
			// value is therefore different each time.
			if ( typeof val === "number" ) {
				val += "";
			}

			if ( jQuery.isArray(val) && rradiocheck.test( this.type ) ) {
				this.checked = jQuery.inArray( self.val(), val ) >= 0;

			} else if ( jQuery.nodeName( this, "select" ) ) {
				var values = jQuery.makeArray(val);

				jQuery( "option", this ).each(function() {
					this.selected = jQuery.inArray( jQuery(this).val(), values ) >= 0;
				});

				if ( !values.length ) {
					this.selectedIndex = -1;
				}

			} else {
				this.value = val;
			}
		});
	}
});

jQuery.extend({
	attrFn: {
		val: true,
		css: true,
		html: true,
		text: true,
		data: true,
		width: true,
		height: true,
		offset: true
	},
		
	attr: function( elem, name, value, pass ) {
		// don't set attributes on text and comment nodes
		if ( !elem || elem.nodeType === 3 || elem.nodeType === 8 ) {
			return undefined;
		}

		if ( pass && name in jQuery.attrFn ) {
			return jQuery(elem)[name](value);
		}

		var notxml = elem.nodeType !== 1 || !jQuery.isXMLDoc( elem ),
			// Whether we are setting (or getting)
			set = value !== undefined;

		// Try to normalize/fix the name
		name = notxml && jQuery.props[ name ] || name;

		// Only do all the following if this is a node (faster for style)
		if ( elem.nodeType === 1 ) {
			// These attributes require special treatment
			var special = rspecialurl.test( name );

			// Safari mis-reports the default selected property of an option
			// Accessing the parent's selectedIndex property fixes it
			if ( name === "selected" && !jQuery.support.optSelected ) {
				var parent = elem.parentNode;
				if ( parent ) {
					parent.selectedIndex;
	
					// Make sure that it also works with optgroups, see #5701
					if ( parent.parentNode ) {
						parent.parentNode.selectedIndex;
					}
				}
			}

			// If applicable, access the attribute via the DOM 0 way
			if ( name in elem && notxml && !special ) {
				if ( set ) {
					// We can't allow the type property to be changed (since it causes problems in IE)
					if ( name === "type" && rtype.test( elem.nodeName ) && elem.parentNode ) {
						jQuery.error( "type property can't be changed" );
					}

					elem[ name ] = value;
				}

				// browsers index elements by id/name on forms, give priority to attributes.
				if ( jQuery.nodeName( elem, "form" ) && elem.getAttributeNode(name) ) {
					return elem.getAttributeNode( name ).nodeValue;
				}

				// elem.tabIndex doesn't always return the correct value when it hasn't been explicitly set
				// http://fluidproject.org/blog/2008/01/09/getting-setting-and-removing-tabindex-values-with-javascript/
				if ( name === "tabIndex" ) {
					var attributeNode = elem.getAttributeNode( "tabIndex" );

					return attributeNode && attributeNode.specified ?
						attributeNode.value :
						rfocusable.test( elem.nodeName ) || rclickable.test( elem.nodeName ) && elem.href ?
							0 :
							undefined;
				}

				return elem[ name ];
			}

			if ( !jQuery.support.style && notxml && name === "style" ) {
				if ( set ) {
					elem.style.cssText = "" + value;
				}

				return elem.style.cssText;
			}

			if ( set ) {
				// convert the value to a string (all browsers do this but IE) see #1070
				elem.setAttribute( name, "" + value );
			}

			var attr = !jQuery.support.hrefNormalized && notxml && special ?
					// Some attributes require a special call on IE
					elem.getAttribute( name, 2 ) :
					elem.getAttribute( name );

			// Non-existent attributes return null, we normalize to undefined
			return attr === null ? undefined : attr;
		}

		// elem is actually elem.style ... set the style
		// Using attr for specific style information is now deprecated. Use style instead.
		return jQuery.style( elem, name, value );
	}
});
var rnamespaces = /\.(.*)$/,
	fcleanup = function( nm ) {
		return nm.replace(/[^\w\s\.\|`]/g, function( ch ) {
			return "\\" + ch;
		});
	};

/*
 * A number of helper functions used for managing events.
 * Many of the ideas behind this code originated from
 * Dean Edwards' addEvent library.
 */
jQuery.event = {

	// Bind an event to an element
	// Original by Dean Edwards
	add: function( elem, types, handler, data ) {
		if ( elem.nodeType === 3 || elem.nodeType === 8 ) {
			return;
		}

		// For whatever reason, IE has trouble passing the window object
		// around, causing it to be cloned in the process
		if ( elem.setInterval && ( elem !== window && !elem.frameElement ) ) {
			elem = window;
		}

		var handleObjIn, handleObj;

		if ( handler.handler ) {
			handleObjIn = handler;
			handler = handleObjIn.handler;
		}

		// Make sure that the function being executed has a unique ID
		if ( !handler.guid ) {
			handler.guid = jQuery.guid++;
		}

		// Init the element's event structure
		var elemData = jQuery.data( elem );

		// If no elemData is found then we must be trying to bind to one of the
		// banned noData elements
		if ( !elemData ) {
			return;
		}

		var events = elemData.events = elemData.events || {},
			eventHandle = elemData.handle, eventHandle;

		if ( !eventHandle ) {
			elemData.handle = eventHandle = function() {
				// Handle the second event of a trigger and when
				// an event is called after a page has unloaded
				return typeof jQuery !== "undefined" && !jQuery.event.triggered ?
					jQuery.event.handle.apply( eventHandle.elem, arguments ) :
					undefined;
			};
		}

		// Add elem as a property of the handle function
		// This is to prevent a memory leak with non-native events in IE.
		eventHandle.elem = elem;

		// Handle multiple events separated by a space
		// jQuery(...).bind("mouseover mouseout", fn);
		types = types.split(" ");

		var type, i = 0, namespaces;

		while ( (type = types[ i++ ]) ) {
			handleObj = handleObjIn ?
				jQuery.extend({}, handleObjIn) :
				{ handler: handler, data: data };

			// Namespaced event handlers
			if ( type.indexOf(".") > -1 ) {
				namespaces = type.split(".");
				type = namespaces.shift();
				handleObj.namespace = namespaces.slice(0).sort().join(".");

			} else {
				namespaces = [];
				handleObj.namespace = "";
			}

			handleObj.type = type;
			handleObj.guid = handler.guid;

			// Get the current list of functions bound to this event
			var handlers = events[ type ],
				special = jQuery.event.special[ type ] || {};

			// Init the event handler queue
			if ( !handlers ) {
				handlers = events[ type ] = [];

				// Check for a special event handler
				// Only use addEventListener/attachEvent if the special
				// events handler returns false
				if ( !special.setup || special.setup.call( elem, data, namespaces, eventHandle ) === false ) {
					// Bind the global event handler to the element
					if ( elem.addEventListener ) {
						elem.addEventListener( type, eventHandle, false );

					} else if ( elem.attachEvent ) {
						elem.attachEvent( "on" + type, eventHandle );
					}
				}
			}
			
			if ( special.add ) { 
				special.add.call( elem, handleObj ); 

				if ( !handleObj.handler.guid ) {
					handleObj.handler.guid = handler.guid;
				}
			}

			// Add the function to the element's handler list
			handlers.push( handleObj );

			// Keep track of which events have been used, for global triggering
			jQuery.event.global[ type ] = true;
		}

		// Nullify elem to prevent memory leaks in IE
		elem = null;
	},

	global: {},

	// Detach an event or set of events from an element
	remove: function( elem, types, handler, pos ) {
		// don't do events on text and comment nodes
		if ( elem.nodeType === 3 || elem.nodeType === 8 ) {
			return;
		}

		var ret, type, fn, i = 0, all, namespaces, namespace, special, eventType, handleObj, origType,
			elemData = jQuery.data( elem ),
			events = elemData && elemData.events;

		if ( !elemData || !events ) {
			return;
		}

		// types is actually an event object here
		if ( types && types.type ) {
			handler = types.handler;
			types = types.type;
		}

		// Unbind all events for the element
		if ( !types || typeof types === "string" && types.charAt(0) === "." ) {
			types = types || "";

			for ( type in events ) {
				jQuery.event.remove( elem, type + types );
			}

			return;
		}

		// Handle multiple events separated by a space
		// jQuery(...).unbind("mouseover mouseout", fn);
		types = types.split(" ");

		while ( (type = types[ i++ ]) ) {
			origType = type;
			handleObj = null;
			all = type.indexOf(".") < 0;
			namespaces = [];

			if ( !all ) {
				// Namespaced event handlers
				namespaces = type.split(".");
				type = namespaces.shift();

				namespace = new RegExp("(^|\\.)" + 
					jQuery.map( namespaces.slice(0).sort(), fcleanup ).join("\\.(?:.*\\.)?") + "(\\.|$)")
			}

			eventType = events[ type ];

			if ( !eventType ) {
				continue;
			}

			if ( !handler ) {
				for ( var j = 0; j < eventType.length; j++ ) {
					handleObj = eventType[ j ];

					if ( all || namespace.test( handleObj.namespace ) ) {
						jQuery.event.remove( elem, origType, handleObj.handler, j );
						eventType.splice( j--, 1 );
					}
				}

				continue;
			}

			special = jQuery.event.special[ type ] || {};

			for ( var j = pos || 0; j < eventType.length; j++ ) {
				handleObj = eventType[ j ];

				if ( handler.guid === handleObj.guid ) {
					// remove the given handler for the given type
					if ( all || namespace.test( handleObj.namespace ) ) {
						if ( pos == null ) {
							eventType.splice( j--, 1 );
						}

						if ( special.remove ) {
							special.remove.call( elem, handleObj );
						}
					}

					if ( pos != null ) {
						break;
					}
				}
			}

			// remove generic event handler if no more handlers exist
			if ( eventType.length === 0 || pos != null && eventType.length === 1 ) {
				if ( !special.teardown || special.teardown.call( elem, namespaces ) === false ) {
					removeEvent( elem, type, elemData.handle );
				}

				ret = null;
				delete events[ type ];
			}
		}

		// Remove the expando if it's no longer used
		if ( jQuery.isEmptyObject( events ) ) {
			var handle = elemData.handle;
			if ( handle ) {
				handle.elem = null;
			}

			delete elemData.events;
			delete elemData.handle;

			if ( jQuery.isEmptyObject( elemData ) ) {
				jQuery.removeData( elem );
			}
		}
	},

	// bubbling is internal
	trigger: function( event, data, elem /*, bubbling */ ) {
		// Event object or event type
		var type = event.type || event,
			bubbling = arguments[3];

		if ( !bubbling ) {
			event = typeof event === "object" ?
				// jQuery.Event object
				event[expando] ? event :
				// Object literal
				jQuery.extend( jQuery.Event(type), event ) :
				// Just the event type (string)
				jQuery.Event(type);

			if ( type.indexOf("!") >= 0 ) {
				event.type = type = type.slice(0, -1);
				event.exclusive = true;
			}

			// Handle a global trigger
			if ( !elem ) {
				// Don't bubble custom events when global (to avoid too much overhead)
				event.stopPropagation();

				// Only trigger if we've ever bound an event for it
				if ( jQuery.event.global[ type ] ) {
					jQuery.each( jQuery.cache, function() {
						if ( this.events && this.events[type] ) {
							jQuery.event.trigger( event, data, this.handle.elem );
						}
					});
				}
			}

			// Handle triggering a single element

			// don't do events on text and comment nodes
			if ( !elem || elem.nodeType === 3 || elem.nodeType === 8 ) {
				return undefined;
			}

			// Clean up in case it is reused
			event.result = undefined;
			event.target = elem;

			// Clone the incoming data, if any
			data = jQuery.makeArray( data );
			data.unshift( event );
		}

		event.currentTarget = elem;

		// Trigger the event, it is assumed that "handle" is a function
		var handle = jQuery.data( elem, "handle" );
		if ( handle ) {
			handle.apply( elem, data );
		}

		var parent = elem.parentNode || elem.ownerDocument;

		// Trigger an inline bound script
		try {
			if ( !(elem && elem.nodeName && jQuery.noData[elem.nodeName.toLowerCase()]) ) {
				if ( elem[ "on" + type ] && elem[ "on" + type ].apply( elem, data ) === false ) {
					event.result = false;
				}
			}

		// prevent IE from throwing an error for some elements with some event types, see #3533
		} catch (e) {}

		if ( !event.isPropagationStopped() && parent ) {
			jQuery.event.trigger( event, data, parent, true );

		} else if ( !event.isDefaultPrevented() ) {
			var target = event.target, old,
				isClick = jQuery.nodeName(target, "a") && type === "click",
				special = jQuery.event.special[ type ] || {};

			if ( (!special._default || special._default.call( elem, event ) === false) && 
				!isClick && !(target && target.nodeName && jQuery.noData[target.nodeName.toLowerCase()]) ) {

				try {
					if ( target[ type ] ) {
						// Make sure that we don't accidentally re-trigger the onFOO events
						old = target[ "on" + type ];

						if ( old ) {
							target[ "on" + type ] = null;
						}

						jQuery.event.triggered = true;
						target[ type ]();
					}

				// prevent IE from throwing an error for some elements with some event types, see #3533
				} catch (e) {}

				if ( old ) {
					target[ "on" + type ] = old;
				}

				jQuery.event.triggered = false;
			}
		}
	},

	handle: function( event ) {
		var all, handlers, namespaces, namespace, events;

		event = arguments[0] = jQuery.event.fix( event || window.event );
		event.currentTarget = this;

		// Namespaced event handlers
		all = event.type.indexOf(".") < 0 && !event.exclusive;

		if ( !all ) {
			namespaces = event.type.split(".");
			event.type = namespaces.shift();
			namespace = new RegExp("(^|\\.)" + namespaces.slice(0).sort().join("\\.(?:.*\\.)?") + "(\\.|$)");
		}

		var events = jQuery.data(this, "events"), handlers = events[ event.type ];

		if ( events && handlers ) {
			// Clone the handlers to prevent manipulation
			handlers = handlers.slice(0);

			for ( var j = 0, l = handlers.length; j < l; j++ ) {
				var handleObj = handlers[ j ];

				// Filter the functions by class
				if ( all || namespace.test( handleObj.namespace ) ) {
					// Pass in a reference to the handler function itself
					// So that we can later remove it
					event.handler = handleObj.handler;
					event.data = handleObj.data;
					event.handleObj = handleObj;
	
					var ret = handleObj.handler.apply( this, arguments );

					if ( ret !== undefined ) {
						event.result = ret;
						if ( ret === false ) {
							event.preventDefault();
							event.stopPropagation();
						}
					}

					if ( event.isImmediatePropagationStopped() ) {
						break;
					}
				}
			}
		}

		return event.result;
	},

	props: "altKey attrChange attrName bubbles button cancelable charCode clientX clientY ctrlKey currentTarget data detail eventPhase fromElement handler keyCode layerX layerY metaKey newValue offsetX offsetY originalTarget pageX pageY prevValue relatedNode relatedTarget screenX screenY shiftKey srcElement target toElement view wheelDelta which".split(" "),

	fix: function( event ) {
		if ( event[ expando ] ) {
			return event;
		}

		// store a copy of the original event object
		// and "clone" to set read-only properties
		var originalEvent = event;
		event = jQuery.Event( originalEvent );

		for ( var i = this.props.length, prop; i; ) {
			prop = this.props[ --i ];
			event[ prop ] = originalEvent[ prop ];
		}

		// Fix target property, if necessary
		if ( !event.target ) {
			event.target = event.srcElement || document; // Fixes #1925 where srcElement might not be defined either
		}

		// check if target is a textnode (safari)
		if ( event.target.nodeType === 3 ) {
			event.target = event.target.parentNode;
		}

		// Add relatedTarget, if necessary
		if ( !event.relatedTarget && event.fromElement ) {
			event.relatedTarget = event.fromElement === event.target ? event.toElement : event.fromElement;
		}

		// Calculate pageX/Y if missing and clientX/Y available
		if ( event.pageX == null && event.clientX != null ) {
			var doc = document.documentElement, body = document.body;
			event.pageX = event.clientX + (doc && doc.scrollLeft || body && body.scrollLeft || 0) - (doc && doc.clientLeft || body && body.clientLeft || 0);
			event.pageY = event.clientY + (doc && doc.scrollTop  || body && body.scrollTop  || 0) - (doc && doc.clientTop  || body && body.clientTop  || 0);
		}

		// Add which for key events
		if ( !event.which && ((event.charCode || event.charCode === 0) ? event.charCode : event.keyCode) ) {
			event.which = event.charCode || event.keyCode;
		}

		// Add metaKey to non-Mac browsers (use ctrl for PC's and Meta for Macs)
		if ( !event.metaKey && event.ctrlKey ) {
			event.metaKey = event.ctrlKey;
		}

		// Add which for click: 1 === left; 2 === middle; 3 === right
		// Note: button is not normalized, so don't use it
		if ( !event.which && event.button !== undefined ) {
			event.which = (event.button & 1 ? 1 : ( event.button & 2 ? 3 : ( event.button & 4 ? 2 : 0 ) ));
		}

		return event;
	},

	// Deprecated, use jQuery.guid instead
	guid: 1E8,

	// Deprecated, use jQuery.proxy instead
	proxy: jQuery.proxy,

	special: {
		ready: {
			// Make sure the ready event is setup
			setup: jQuery.bindReady,
			teardown: jQuery.noop
		},

		live: {
			add: function( handleObj ) {
				jQuery.event.add( this, handleObj.origType, jQuery.extend({}, handleObj, {handler: liveHandler}) ); 
			},

			remove: function( handleObj ) {
				var remove = true,
					type = handleObj.origType.replace(rnamespaces, "");
				
				jQuery.each( jQuery.data(this, "events").live || [], function() {
					if ( type === this.origType.replace(rnamespaces, "") ) {
						remove = false;
						return false;
					}
				});

				if ( remove ) {
					jQuery.event.remove( this, handleObj.origType, liveHandler );
				}
			}

		},

		beforeunload: {
			setup: function( data, namespaces, eventHandle ) {
				// We only want to do this special case on windows
				if ( this.setInterval ) {
					this.onbeforeunload = eventHandle;
				}

				return false;
			},
			teardown: function( namespaces, eventHandle ) {
				if ( this.onbeforeunload === eventHandle ) {
					this.onbeforeunload = null;
				}
			}
		}
	}
};

var removeEvent = document.removeEventListener ?
	function( elem, type, handle ) {
		elem.removeEventListener( type, handle, false );
	} : 
	function( elem, type, handle ) {
		elem.detachEvent( "on" + type, handle );
	};

jQuery.Event = function( src ) {
	// Allow instantiation without the 'new' keyword
	if ( !this.preventDefault ) {
		return new jQuery.Event( src );
	}

	// Event object
	if ( src && src.type ) {
		this.originalEvent = src;
		this.type = src.type;
	// Event type
	} else {
		this.type = src;
	}

	// timeStamp is buggy for some events on Firefox(#3843)
	// So we won't rely on the native value
	this.timeStamp = now();

	// Mark it as fixed
	this[ expando ] = true;
};

function returnFalse() {
	return false;
}
function returnTrue() {
	return true;
}

// jQuery.Event is based on DOM3 Events as specified by the ECMAScript Language Binding
// http://www.w3.org/TR/2003/WD-DOM-Level-3-Events-20030331/ecma-script-binding.html
jQuery.Event.prototype = {
	preventDefault: function() {
		this.isDefaultPrevented = returnTrue;

		var e = this.originalEvent;
		if ( !e ) {
			return;
		}
		
		// if preventDefault exists run it on the original event
		if ( e.preventDefault ) {
			e.preventDefault();
		}
		// otherwise set the returnValue property of the original event to false (IE)
		e.returnValue = false;
	},
	stopPropagation: function() {
		this.isPropagationStopped = returnTrue;

		var e = this.originalEvent;
		if ( !e ) {
			return;
		}
		// if stopPropagation exists run it on the original event
		if ( e.stopPropagation ) {
			e.stopPropagation();
		}
		// otherwise set the cancelBubble property of the original event to true (IE)
		e.cancelBubble = true;
	},
	stopImmediatePropagation: function() {
		this.isImmediatePropagationStopped = returnTrue;
		this.stopPropagation();
	},
	isDefaultPrevented: returnFalse,
	isPropagationStopped: returnFalse,
	isImmediatePropagationStopped: returnFalse
};

// Checks if an event happened on an element within another element
// Used in jQuery.event.special.mouseenter and mouseleave handlers
var withinElement = function( event ) {
	// Check if mouse(over|out) are still within the same parent element
	var parent = event.relatedTarget;

	// Firefox sometimes assigns relatedTarget a XUL element
	// which we cannot access the parentNode property of
	try {
		// Traverse up the tree
		while ( parent && parent !== this ) {
			parent = parent.parentNode;
		}

		if ( parent !== this ) {
			// set the correct event type
			event.type = event.data;

			// handle event if we actually just moused on to a non sub-element
			jQuery.event.handle.apply( this, arguments );
		}

	// assuming we've left the element since we most likely mousedover a xul element
	} catch(e) { }
},

// In case of event delegation, we only need to rename the event.type,
// liveHandler will take care of the rest.
delegate = function( event ) {
	event.type = event.data;
	jQuery.event.handle.apply( this, arguments );
};

// Create mouseenter and mouseleave events
jQuery.each({
	mouseenter: "mouseover",
	mouseleave: "mouseout"
}, function( orig, fix ) {
	jQuery.event.special[ orig ] = {
		setup: function( data ) {
			jQuery.event.add( this, fix, data && data.selector ? delegate : withinElement, orig );
		},
		teardown: function( data ) {
			jQuery.event.remove( this, fix, data && data.selector ? delegate : withinElement );
		}
	};
});

// submit delegation
if ( !jQuery.support.submitBubbles ) {

	jQuery.event.special.submit = {
		setup: function( data, namespaces ) {
			if ( this.nodeName.toLowerCase() !== "form" ) {
				jQuery.event.add(this, "click.specialSubmit", function( e ) {
					var elem = e.target, type = elem.type;

					if ( (type === "submit" || type === "image") && jQuery( elem ).closest("form").length ) {
						return trigger( "submit", this, arguments );
					}
				});
	 
				jQuery.event.add(this, "keypress.specialSubmit", function( e ) {
					var elem = e.target, type = elem.type;

					if ( (type === "text" || type === "password") && jQuery( elem ).closest("form").length && e.keyCode === 13 ) {
						return trigger( "submit", this, arguments );
					}
				});

			} else {
				return false;
			}
		},

		teardown: function( namespaces ) {
			jQuery.event.remove( this, ".specialSubmit" );
		}
	};

}

// change delegation, happens here so we have bind.
if ( !jQuery.support.changeBubbles ) {

	var formElems = /textarea|input|select/i,

	changeFilters,

	getVal = function( elem ) {
		var type = elem.type, val = elem.value;

		if ( type === "radio" || type === "checkbox" ) {
			val = elem.checked;

		} else if ( type === "select-multiple" ) {
			val = elem.selectedIndex > -1 ?
				jQuery.map( elem.options, function( elem ) {
					return elem.selected;
				}).join("-") :
				"";

		} else if ( elem.nodeName.toLowerCase() === "select" ) {
			val = elem.selectedIndex;
		}

		return val;
	},

	testChange = function testChange( e ) {
		var elem = e.target, data, val;

		if ( !formElems.test( elem.nodeName ) || elem.readOnly ) {
			return;
		}

		data = jQuery.data( elem, "_change_data" );
		val = getVal(elem);

		// the current data will be also retrieved by beforeactivate
		if ( e.type !== "focusout" || elem.type !== "radio" ) {
			jQuery.data( elem, "_change_data", val );
		}
		
		if ( data === undefined || val === data ) {
			return;
		}

		if ( data != null || val ) {
			e.type = "change";
			return jQuery.event.trigger( e, arguments[1], elem );
		}
	};

	jQuery.event.special.change = {
		filters: {
			focusout: testChange, 

			click: function( e ) {
				var elem = e.target, type = elem.type;

				if ( type === "radio" || type === "checkbox" || elem.nodeName.toLowerCase() === "select" ) {
					return testChange.call( this, e );
				}
			},

			// Change has to be called before submit
			// Keydown will be called before keypress, which is used in submit-event delegation
			keydown: function( e ) {
				var elem = e.target, type = elem.type;

				if ( (e.keyCode === 13 && elem.nodeName.toLowerCase() !== "textarea") ||
					(e.keyCode === 32 && (type === "checkbox" || type === "radio")) ||
					type === "select-multiple" ) {
					return testChange.call( this, e );
				}
			},

			// Beforeactivate happens also before the previous element is blurred
			// with this event you can't trigger a change event, but you can store
			// information/focus[in] is not needed anymore
			beforeactivate: function( e ) {
				var elem = e.target;
				jQuery.data( elem, "_change_data", getVal(elem) );
			}
		},

		setup: function( data, namespaces ) {
			if ( this.type === "file" ) {
				return false;
			}

			for ( var type in changeFilters ) {
				jQuery.event.add( this, type + ".specialChange", changeFilters[type] );
			}

			return formElems.test( this.nodeName );
		},

		teardown: function( namespaces ) {
			jQuery.event.remove( this, ".specialChange" );

			return formElems.test( this.nodeName );
		}
	};

	changeFilters = jQuery.event.special.change.filters;
}

function trigger( type, elem, args ) {
	args[0].type = type;
	return jQuery.event.handle.apply( elem, args );
}

// Create "bubbling" focus and blur events
if ( document.addEventListener ) {
	jQuery.each({ focus: "focusin", blur: "focusout" }, function( orig, fix ) {
		jQuery.event.special[ fix ] = {
			setup: function() {
				this.addEventListener( orig, handler, true );
			}, 
			teardown: function() { 
				this.removeEventListener( orig, handler, true );
			}
		};

		function handler( e ) { 
			e = jQuery.event.fix( e );
			e.type = fix;
			return jQuery.event.handle.call( this, e );
		}
	});
}

jQuery.each(["bind", "one"], function( i, name ) {
	jQuery.fn[ name ] = function( type, data, fn ) {
		// Handle object literals
		if ( typeof type === "object" ) {
			for ( var key in type ) {
				this[ name ](key, data, type[key], fn);
			}
			return this;
		}
		
		if ( jQuery.isFunction( data ) ) {
			fn = data;
			data = undefined;
		}

		var handler = name === "one" ? jQuery.proxy( fn, function( event ) {
			jQuery( this ).unbind( event, handler );
			return fn.apply( this, arguments );
		}) : fn;

		if ( type === "unload" && name !== "one" ) {
			this.one( type, data, fn );

		} else {
			for ( var i = 0, l = this.length; i < l; i++ ) {
				jQuery.event.add( this[i], type, handler, data );
			}
		}

		return this;
	};
});

jQuery.fn.extend({
	unbind: function( type, fn ) {
		// Handle object literals
		if ( typeof type === "object" && !type.preventDefault ) {
			for ( var key in type ) {
				this.unbind(key, type[key]);
			}

		} else {
			for ( var i = 0, l = this.length; i < l; i++ ) {
				jQuery.event.remove( this[i], type, fn );
			}
		}

		return this;
	},
	
	delegate: function( selector, types, data, fn ) {
		return this.live( types, data, fn, selector );
	},
	
	undelegate: function( selector, types, fn ) {
		if ( arguments.length === 0 ) {
				return this.unbind( "live" );
		
		} else {
			return this.die( types, null, fn, selector );
		}
	},
	
	trigger: function( type, data ) {
		return this.each(function() {
			jQuery.event.trigger( type, data, this );
		});
	},

	triggerHandler: function( type, data ) {
		if ( this[0] ) {
			var event = jQuery.Event( type );
			event.preventDefault();
			event.stopPropagation();
			jQuery.event.trigger( event, data, this[0] );
			return event.result;
		}
	},

	toggle: function( fn ) {
		// Save reference to arguments for access in closure
		var args = arguments, i = 1;

		// link all the functions, so any of them can unbind this click handler
		while ( i < args.length ) {
			jQuery.proxy( fn, args[ i++ ] );
		}

		return this.click( jQuery.proxy( fn, function( event ) {
			// Figure out which function to execute
			var lastToggle = ( jQuery.data( this, "lastToggle" + fn.guid ) || 0 ) % i;
			jQuery.data( this, "lastToggle" + fn.guid, lastToggle + 1 );

			// Make sure that clicks stop
			event.preventDefault();

			// and execute the function
			return args[ lastToggle ].apply( this, arguments ) || false;
		}));
	},

	hover: function( fnOver, fnOut ) {
		return this.mouseenter( fnOver ).mouseleave( fnOut || fnOver );
	}
});

var liveMap = {
	focus: "focusin",
	blur: "focusout",
	mouseenter: "mouseover",
	mouseleave: "mouseout"
};

jQuery.each(["live", "die"], function( i, name ) {
	jQuery.fn[ name ] = function( types, data, fn, origSelector /* Internal Use Only */ ) {
		var type, i = 0, match, namespaces, preType,
			selector = origSelector || this.selector,
			context = origSelector ? this : jQuery( this.context );

		if ( jQuery.isFunction( data ) ) {
			fn = data;
			data = undefined;
		}

		types = (types || "").split(" ");

		while ( (type = types[ i++ ]) != null ) {
			match = rnamespaces.exec( type );
			namespaces = "";

			if ( match )  {
				namespaces = match[0];
				type = type.replace( rnamespaces, "" );
			}

			if ( type === "hover" ) {
				types.push( "mouseenter" + namespaces, "mouseleave" + namespaces );
				continue;
			}

			preType = type;

			if ( type === "focus" || type === "blur" ) {
				types.push( liveMap[ type ] + namespaces );
				type = type + namespaces;

			} else {
				type = (liveMap[ type ] || type) + namespaces;
			}

			if ( name === "live" ) {
				// bind live handler
				context.each(function(){
					jQuery.event.add( this, liveConvert( type, selector ),
						{ data: data, selector: selector, handler: fn, origType: type, origHandler: fn, preType: preType } );
				});

			} else {
				// unbind live handler
				context.unbind( liveConvert( type, selector ), fn );
			}
		}
		
		return this;
	}
});

function liveHandler( event ) {
	var stop, elems = [], selectors = [], args = arguments,
		related, match, handleObj, elem, j, i, l, data,
		events = jQuery.data( this, "events" );

	// Make sure we avoid non-left-click bubbling in Firefox (#3861)
	if ( event.liveFired === this || !events || !events.live || event.button && event.type === "click" ) {
		return;
	}

	event.liveFired = this;

	var live = events.live.slice(0);

	for ( j = 0; j < live.length; j++ ) {
		handleObj = live[j];

		if ( handleObj.origType.replace( rnamespaces, "" ) === event.type ) {
			selectors.push( handleObj.selector );

		} else {
			live.splice( j--, 1 );
		}
	}

	match = jQuery( event.target ).closest( selectors, event.currentTarget );

	for ( i = 0, l = match.length; i < l; i++ ) {
		for ( j = 0; j < live.length; j++ ) {
			handleObj = live[j];

			if ( match[i].selector === handleObj.selector ) {
				elem = match[i].elem;
				related = null;

				// Those two events require additional checking
				if ( handleObj.preType === "mouseenter" || handleObj.preType === "mouseleave" ) {
					related = jQuery( event.relatedTarget ).closest( handleObj.selector )[0];
				}

				if ( !related || related !== elem ) {
					elems.push({ elem: elem, handleObj: handleObj });
				}
			}
		}
	}

	for ( i = 0, l = elems.length; i < l; i++ ) {
		match = elems[i];
		event.currentTarget = match.elem;
		event.data = match.handleObj.data;
		event.handleObj = match.handleObj;

		if ( match.handleObj.origHandler.apply( match.elem, args ) === false ) {
			stop = false;
			break;
		}
	}

	return stop;
}

function liveConvert( type, selector ) {
	return "live." + (type && type !== "*" ? type + "." : "") + selector.replace(/\./g, "`").replace(/ /g, "&");
}

jQuery.each( ("blur focus focusin focusout load resize scroll unload click dblclick " +
	"mousedown mouseup mousemove mouseover mouseout mouseenter mouseleave " +
	"change select submit keydown keypress keyup error").split(" "), function( i, name ) {

	// Handle event binding
	jQuery.fn[ name ] = function( fn ) {
		return fn ? this.bind( name, fn ) : this.trigger( name );
	};

	if ( jQuery.attrFn ) {
		jQuery.attrFn[ name ] = true;
	}
});

// Prevent memory leaks in IE
// Window isn't included so as not to unbind existing unload events
// More info:
//  - http://isaacschlueter.com/2006/10/msie-memory-leaks/
if ( window.attachEvent && !window.addEventListener ) {
	window.attachEvent("onunload", function() {
		for ( var id in jQuery.cache ) {
			if ( jQuery.cache[ id ].handle ) {
				// Try/Catch is to handle iframes being unloaded, see #4280
				try {
					jQuery.event.remove( jQuery.cache[ id ].handle.elem );
				} catch(e) {}
			}
		}
	});
}
/*!
 * Sizzle CSS Selector Engine - v1.0
 *  Copyright 2009, The Dojo Foundation
 *  Released under the MIT, BSD, and GPL Licenses.
 *  More information: http://sizzlejs.com/
 */
(function(){

var chunker = /((?:\((?:\([^()]+\)|[^()]+)+\)|\[(?:\[[^[\]]*\]|['"][^'"]*['"]|[^[\]'"]+)+\]|\\.|[^ >+~,(\[\\]+)+|[>+~])(\s*,\s*)?((?:.|\r|\n)*)/g,
	done = 0,
	toString = Object.prototype.toString,
	hasDuplicate = false,
	baseHasDuplicate = true;

// Here we check if the JavaScript engine is using some sort of
// optimization where it does not always call our comparision
// function. If that is the case, discard the hasDuplicate value.
//   Thus far that includes Google Chrome.
[0, 0].sort(function(){
	baseHasDuplicate = false;
	return 0;
});

var Sizzle = function(selector, context, results, seed) {
	results = results || [];
	var origContext = context = context || document;

	if ( context.nodeType !== 1 && context.nodeType !== 9 ) {
		return [];
	}
	
	if ( !selector || typeof selector !== "string" ) {
		return results;
	}

	var parts = [], m, set, checkSet, extra, prune = true, contextXML = isXML(context),
		soFar = selector;
	
	// Reset the position of the chunker regexp (start from head)
	while ( (chunker.exec(""), m = chunker.exec(soFar)) !== null ) {
		soFar = m[3];
		
		parts.push( m[1] );
		
		if ( m[2] ) {
			extra = m[3];
			break;
		}
	}

	if ( parts.length > 1 && origPOS.exec( selector ) ) {
		if ( parts.length === 2 && Expr.relative[ parts[0] ] ) {
			set = posProcess( parts[0] + parts[1], context );
		} else {
			set = Expr.relative[ parts[0] ] ?
				[ context ] :
				Sizzle( parts.shift(), context );

			while ( parts.length ) {
				selector = parts.shift();

				if ( Expr.relative[ selector ] ) {
					selector += parts.shift();
				}
				
				set = posProcess( selector, set );
			}
		}
	} else {
		// Take a shortcut and set the context if the root selector is an ID
		// (but not if it'll be faster if the inner selector is an ID)
		if ( !seed && parts.length > 1 && context.nodeType === 9 && !contextXML &&
				Expr.match.ID.test(parts[0]) && !Expr.match.ID.test(parts[parts.length - 1]) ) {
			var ret = Sizzle.find( parts.shift(), context, contextXML );
			context = ret.expr ? Sizzle.filter( ret.expr, ret.set )[0] : ret.set[0];
		}

		if ( context ) {
			var ret = seed ?
				{ expr: parts.pop(), set: makeArray(seed) } :
				Sizzle.find( parts.pop(), parts.length === 1 && (parts[0] === "~" || parts[0] === "+") && context.parentNode ? context.parentNode : context, contextXML );
			set = ret.expr ? Sizzle.filter( ret.expr, ret.set ) : ret.set;

			if ( parts.length > 0 ) {
				checkSet = makeArray(set);
			} else {
				prune = false;
			}

			while ( parts.length ) {
				var cur = parts.pop(), pop = cur;

				if ( !Expr.relative[ cur ] ) {
					cur = "";
				} else {
					pop = parts.pop();
				}

				if ( pop == null ) {
					pop = context;
				}

				Expr.relative[ cur ]( checkSet, pop, contextXML );
			}
		} else {
			checkSet = parts = [];
		}
	}

	if ( !checkSet ) {
		checkSet = set;
	}

	if ( !checkSet ) {
		Sizzle.error( cur || selector );
	}

	if ( toString.call(checkSet) === "[object Array]" ) {
		if ( !prune ) {
			results.push.apply( results, checkSet );
		} else if ( context && context.nodeType === 1 ) {
			for ( var i = 0; checkSet[i] != null; i++ ) {
				if ( checkSet[i] && (checkSet[i] === true || checkSet[i].nodeType === 1 && contains(context, checkSet[i])) ) {
					results.push( set[i] );
				}
			}
		} else {
			for ( var i = 0; checkSet[i] != null; i++ ) {
				if ( checkSet[i] && checkSet[i].nodeType === 1 ) {
					results.push( set[i] );
				}
			}
		}
	} else {
		makeArray( checkSet, results );
	}

	if ( extra ) {
		Sizzle( extra, origContext, results, seed );
		Sizzle.uniqueSort( results );
	}

	return results;
};

Sizzle.uniqueSort = function(results){
	if ( sortOrder ) {
		hasDuplicate = baseHasDuplicate;
		results.sort(sortOrder);

		if ( hasDuplicate ) {
			for ( var i = 1; i < results.length; i++ ) {
				if ( results[i] === results[i-1] ) {
					results.splice(i--, 1);
				}
			}
		}
	}

	return results;
};

Sizzle.matches = function(expr, set){
	return Sizzle(expr, null, null, set);
};

Sizzle.find = function(expr, context, isXML){
	var set, match;

	if ( !expr ) {
		return [];
	}

	for ( var i = 0, l = Expr.order.length; i < l; i++ ) {
		var type = Expr.order[i], match;
		
		if ( (match = Expr.leftMatch[ type ].exec( expr )) ) {
			var left = match[1];
			match.splice(1,1);

			if ( left.substr( left.length - 1 ) !== "\\" ) {
				match[1] = (match[1] || "").replace(/\\/g, "");
				set = Expr.find[ type ]( match, context, isXML );
				if ( set != null ) {
					expr = expr.replace( Expr.match[ type ], "" );
					break;
				}
			}
		}
	}

	if ( !set ) {
		set = context.getElementsByTagName("*");
	}

	return {set: set, expr: expr};
};

Sizzle.filter = function(expr, set, inplace, not){
	var old = expr, result = [], curLoop = set, match, anyFound,
		isXMLFilter = set && set[0] && isXML(set[0]);

	while ( expr && set.length ) {
		for ( var type in Expr.filter ) {
			if ( (match = Expr.leftMatch[ type ].exec( expr )) != null && match[2] ) {
				var filter = Expr.filter[ type ], found, item, left = match[1];
				anyFound = false;

				match.splice(1,1);

				if ( left.substr( left.length - 1 ) === "\\" ) {
					continue;
				}

				if ( curLoop === result ) {
					result = [];
				}

				if ( Expr.preFilter[ type ] ) {
					match = Expr.preFilter[ type ]( match, curLoop, inplace, result, not, isXMLFilter );

					if ( !match ) {
						anyFound = found = true;
					} else if ( match === true ) {
						continue;
					}
				}

				if ( match ) {
					for ( var i = 0; (item = curLoop[i]) != null; i++ ) {
						if ( item ) {
							found = filter( item, match, i, curLoop );
							var pass = not ^ !!found;

							if ( inplace && found != null ) {
								if ( pass ) {
									anyFound = true;
								} else {
									curLoop[i] = false;
								}
							} else if ( pass ) {
								result.push( item );
								anyFound = true;
							}
						}
					}
				}

				if ( found !== undefined ) {
					if ( !inplace ) {
						curLoop = result;
					}

					expr = expr.replace( Expr.match[ type ], "" );

					if ( !anyFound ) {
						return [];
					}

					break;
				}
			}
		}

		// Improper expression
		if ( expr === old ) {
			if ( anyFound == null ) {
				Sizzle.error( expr );
			} else {
				break;
			}
		}

		old = expr;
	}

	return curLoop;
};

Sizzle.error = function( msg ) {
	throw "Syntax error, unrecognized expression: " + msg;
};

var Expr = Sizzle.selectors = {
	order: [ "ID", "NAME", "TAG" ],
	match: {
		ID: /#((?:[\w\u00c0-\uFFFF-]|\\.)+)/,
		CLASS: /\.((?:[\w\u00c0-\uFFFF-]|\\.)+)/,
		NAME: /\[name=['"]*((?:[\w\u00c0-\uFFFF-]|\\.)+)['"]*\]/,
		ATTR: /\[\s*((?:[\w\u00c0-\uFFFF-]|\\.)+)\s*(?:(\S?=)\s*(['"]*)(.*?)\3|)\s*\]/,
		TAG: /^((?:[\w\u00c0-\uFFFF\*-]|\\.)+)/,
		CHILD: /:(only|nth|last|first)-child(?:\((even|odd|[\dn+-]*)\))?/,
		POS: /:(nth|eq|gt|lt|first|last|even|odd)(?:\((\d*)\))?(?=[^-]|$)/,
		PSEUDO: /:((?:[\w\u00c0-\uFFFF-]|\\.)+)(?:\((['"]?)((?:\([^\)]+\)|[^\(\)]*)+)\2\))?/
	},
	leftMatch: {},
	attrMap: {
		"class": "className",
		"for": "htmlFor"
	},
	attrHandle: {
		href: function(elem){
			return elem.getAttribute("href");
		}
	},
	relative: {
		"+": function(checkSet, part){
			var isPartStr = typeof part === "string",
				isTag = isPartStr && !/\W/.test(part),
				isPartStrNotTag = isPartStr && !isTag;

			if ( isTag ) {
				part = part.toLowerCase();
			}

			for ( var i = 0, l = checkSet.length, elem; i < l; i++ ) {
				if ( (elem = checkSet[i]) ) {
					while ( (elem = elem.previousSibling) && elem.nodeType !== 1 ) {}

					checkSet[i] = isPartStrNotTag || elem && elem.nodeName.toLowerCase() === part ?
						elem || false :
						elem === part;
				}
			}

			if ( isPartStrNotTag ) {
				Sizzle.filter( part, checkSet, true );
			}
		},
		">": function(checkSet, part){
			var isPartStr = typeof part === "string";

			if ( isPartStr && !/\W/.test(part) ) {
				part = part.toLowerCase();

				for ( var i = 0, l = checkSet.length; i < l; i++ ) {
					var elem = checkSet[i];
					if ( elem ) {
						var parent = elem.parentNode;
						checkSet[i] = parent.nodeName.toLowerCase() === part ? parent : false;
					}
				}
			} else {
				for ( var i = 0, l = checkSet.length; i < l; i++ ) {
					var elem = checkSet[i];
					if ( elem ) {
						checkSet[i] = isPartStr ?
							elem.parentNode :
							elem.parentNode === part;
					}
				}

				if ( isPartStr ) {
					Sizzle.filter( part, checkSet, true );
				}
			}
		},
		"": function(checkSet, part, isXML){
			var doneName = done++, checkFn = dirCheck;

			if ( typeof part === "string" && !/\W/.test(part) ) {
				var nodeCheck = part = part.toLowerCase();
				checkFn = dirNodeCheck;
			}

			checkFn("parentNode", part, doneName, checkSet, nodeCheck, isXML);
		},
		"~": function(checkSet, part, isXML){
			var doneName = done++, checkFn = dirCheck;

			if ( typeof part === "string" && !/\W/.test(part) ) {
				var nodeCheck = part = part.toLowerCase();
				checkFn = dirNodeCheck;
			}

			checkFn("previousSibling", part, doneName, checkSet, nodeCheck, isXML);
		}
	},
	find: {
		ID: function(match, context, isXML){
			if ( typeof context.getElementById !== "undefined" && !isXML ) {
				var m = context.getElementById(match[1]);
				return m ? [m] : [];
			}
		},
		NAME: function(match, context){
			if ( typeof context.getElementsByName !== "undefined" ) {
				var ret = [], results = context.getElementsByName(match[1]);

				for ( var i = 0, l = results.length; i < l; i++ ) {
					if ( results[i].getAttribute("name") === match[1] ) {
						ret.push( results[i] );
					}
				}

				return ret.length === 0 ? null : ret;
			}
		},
		TAG: function(match, context){
			return context.getElementsByTagName(match[1]);
		}
	},
	preFilter: {
		CLASS: function(match, curLoop, inplace, result, not, isXML){
			match = " " + match[1].replace(/\\/g, "") + " ";

			if ( isXML ) {
				return match;
			}

			for ( var i = 0, elem; (elem = curLoop[i]) != null; i++ ) {
				if ( elem ) {
					if ( not ^ (elem.className && (" " + elem.className + " ").replace(/[\t\n]/g, " ").indexOf(match) >= 0) ) {
						if ( !inplace ) {
							result.push( elem );
						}
					} else if ( inplace ) {
						curLoop[i] = false;
					}
				}
			}

			return false;
		},
		ID: function(match){
			return match[1].replace(/\\/g, "");
		},
		TAG: function(match, curLoop){
			return match[1].toLowerCase();
		},
		CHILD: function(match){
			if ( match[1] === "nth" ) {
				// parse equations like 'even', 'odd', '5', '2n', '3n+2', '4n-1', '-n+6'
				var test = /(-?)(\d*)n((?:\+|-)?\d*)/.exec(
					match[2] === "even" && "2n" || match[2] === "odd" && "2n+1" ||
					!/\D/.test( match[2] ) && "0n+" + match[2] || match[2]);

				// calculate the numbers (first)n+(last) including if they are negative
				match[2] = (test[1] + (test[2] || 1)) - 0;
				match[3] = test[3] - 0;
			}

			// TODO: Move to normal caching system
			match[0] = done++;

			return match;
		},
		ATTR: function(match, curLoop, inplace, result, not, isXML){
			var name = match[1].replace(/\\/g, "");
			
			if ( !isXML && Expr.attrMap[name] ) {
				match[1] = Expr.attrMap[name];
			}

			if ( match[2] === "~=" ) {
				match[4] = " " + match[4] + " ";
			}

			return match;
		},
		PSEUDO: function(match, curLoop, inplace, result, not){
			if ( match[1] === "not" ) {
				// If we're dealing with a complex expression, or a simple one
				if ( ( chunker.exec(match[3]) || "" ).length > 1 || /^\w/.test(match[3]) ) {
					match[3] = Sizzle(match[3], null, null, curLoop);
				} else {
					var ret = Sizzle.filter(match[3], curLoop, inplace, true ^ not);
					if ( !inplace ) {
						result.push.apply( result, ret );
					}
					return false;
				}
			} else if ( Expr.match.POS.test( match[0] ) || Expr.match.CHILD.test( match[0] ) ) {
				return true;
			}
			
			return match;
		},
		POS: function(match){
			match.unshift( true );
			return match;
		}
	},
	filters: {
		enabled: function(elem){
			return elem.disabled === false && elem.type !== "hidden";
		},
		disabled: function(elem){
			return elem.disabled === true;
		},
		checked: function(elem){
			return elem.checked === true;
		},
		selected: function(elem){
			// Accessing this property makes selected-by-default
			// options in Safari work properly
			elem.parentNode.selectedIndex;
			return elem.selected === true;
		},
		parent: function(elem){
			return !!elem.firstChild;
		},
		empty: function(elem){
			return !elem.firstChild;
		},
		has: function(elem, i, match){
			return !!Sizzle( match[3], elem ).length;
		},
		header: function(elem){
			return /h\d/i.test( elem.nodeName );
		},
		text: function(elem){
			return "text" === elem.type;
		},
		radio: function(elem){
			return "radio" === elem.type;
		},
		checkbox: function(elem){
			return "checkbox" === elem.type;
		},
		file: function(elem){
			return "file" === elem.type;
		},
		password: function(elem){
			return "password" === elem.type;
		},
		submit: function(elem){
			return "submit" === elem.type;
		},
		image: function(elem){
			return "image" === elem.type;
		},
		reset: function(elem){
			return "reset" === elem.type;
		},
		button: function(elem){
			return "button" === elem.type || elem.nodeName.toLowerCase() === "button";
		},
		input: function(elem){
			return /input|select|textarea|button/i.test(elem.nodeName);
		}
	},
	setFilters: {
		first: function(elem, i){
			return i === 0;
		},
		last: function(elem, i, match, array){
			return i === array.length - 1;
		},
		even: function(elem, i){
			return i % 2 === 0;
		},
		odd: function(elem, i){
			return i % 2 === 1;
		},
		lt: function(elem, i, match){
			return i < match[3] - 0;
		},
		gt: function(elem, i, match){
			return i > match[3] - 0;
		},
		nth: function(elem, i, match){
			return match[3] - 0 === i;
		},
		eq: function(elem, i, match){
			return match[3] - 0 === i;
		}
	},
	filter: {
		PSEUDO: function(elem, match, i, array){
			var name = match[1], filter = Expr.filters[ name ];

			if ( filter ) {
				return filter( elem, i, match, array );
			} else if ( name === "contains" ) {
				return (elem.textContent || elem.innerText || getText([ elem ]) || "").indexOf(match[3]) >= 0;
			} else if ( name === "not" ) {
				var not = match[3];

				for ( var i = 0, l = not.length; i < l; i++ ) {
					if ( not[i] === elem ) {
						return false;
					}
				}

				return true;
			} else {
				Sizzle.error( "Syntax error, unrecognized expression: " + name );
			}
		},
		CHILD: function(elem, match){
			var type = match[1], node = elem;
			switch (type) {
				case 'only':
				case 'first':
					while ( (node = node.previousSibling) )	 {
						if ( node.nodeType === 1 ) { 
							return false; 
						}
					}
					if ( type === "first" ) { 
						return true; 
					}
					node = elem;
				case 'last':
					while ( (node = node.nextSibling) )	 {
						if ( node.nodeType === 1 ) { 
							return false; 
						}
					}
					return true;
				case 'nth':
					var first = match[2], last = match[3];

					if ( first === 1 && last === 0 ) {
						return true;
					}
					
					var doneName = match[0],
						parent = elem.parentNode;
	
					if ( parent && (parent.sizcache !== doneName || !elem.nodeIndex) ) {
						var count = 0;
						for ( node = parent.firstChild; node; node = node.nextSibling ) {
							if ( node.nodeType === 1 ) {
								node.nodeIndex = ++count;
							}
						} 
						parent.sizcache = doneName;
					}
					
					var diff = elem.nodeIndex - last;
					if ( first === 0 ) {
						return diff === 0;
					} else {
						return ( diff % first === 0 && diff / first >= 0 );
					}
			}
		},
		ID: function(elem, match){
			return elem.nodeType === 1 && elem.getAttribute("id") === match;
		},
		TAG: function(elem, match){
			return (match === "*" && elem.nodeType === 1) || elem.nodeName.toLowerCase() === match;
		},
		CLASS: function(elem, match){
			return (" " + (elem.className || elem.getAttribute("class")) + " ")
				.indexOf( match ) > -1;
		},
		ATTR: function(elem, match){
			var name = match[1],
				result = Expr.attrHandle[ name ] ?
					Expr.attrHandle[ name ]( elem ) :
					elem[ name ] != null ?
						elem[ name ] :
						elem.getAttribute( name ),
				value = result + "",
				type = match[2],
				check = match[4];

			return result == null ?
				type === "!=" :
				type === "=" ?
				value === check :
				type === "*=" ?
				value.indexOf(check) >= 0 :
				type === "~=" ?
				(" " + value + " ").indexOf(check) >= 0 :
				!check ?
				value && result !== false :
				type === "!=" ?
				value !== check :
				type === "^=" ?
				value.indexOf(check) === 0 :
				type === "$=" ?
				value.substr(value.length - check.length) === check :
				type === "|=" ?
				value === check || value.substr(0, check.length + 1) === check + "-" :
				false;
		},
		POS: function(elem, match, i, array){
			var name = match[2], filter = Expr.setFilters[ name ];

			if ( filter ) {
				return filter( elem, i, match, array );
			}
		}
	}
};

var origPOS = Expr.match.POS;

for ( var type in Expr.match ) {
	Expr.match[ type ] = new RegExp( Expr.match[ type ].source + /(?![^\[]*\])(?![^\(]*\))/.source );
	Expr.leftMatch[ type ] = new RegExp( /(^(?:.|\r|\n)*?)/.source + Expr.match[ type ].source.replace(/\\(\d+)/g, function(all, num){
		return "\\" + (num - 0 + 1);
	}));
}

var makeArray = function(array, results) {
	array = Array.prototype.slice.call( array, 0 );

	if ( results ) {
		results.push.apply( results, array );
		return results;
	}
	
	return array;
};

// Perform a simple check to determine if the browser is capable of
// converting a NodeList to an array using builtin methods.
// Also verifies that the returned array holds DOM nodes
// (which is not the case in the Blackberry browser)
try {
	Array.prototype.slice.call( document.documentElement.childNodes, 0 )[0].nodeType;

// Provide a fallback method if it does not work
} catch(e){
	makeArray = function(array, results) {
		var ret = results || [];

		if ( toString.call(array) === "[object Array]" ) {
			Array.prototype.push.apply( ret, array );
		} else {
			if ( typeof array.length === "number" ) {
				for ( var i = 0, l = array.length; i < l; i++ ) {
					ret.push( array[i] );
				}
			} else {
				for ( var i = 0; array[i]; i++ ) {
					ret.push( array[i] );
				}
			}
		}

		return ret;
	};
}

var sortOrder;

if ( document.documentElement.compareDocumentPosition ) {
	sortOrder = function( a, b ) {
		if ( !a.compareDocumentPosition || !b.compareDocumentPosition ) {
			if ( a == b ) {
				hasDuplicate = true;
			}
			return a.compareDocumentPosition ? -1 : 1;
		}

		var ret = a.compareDocumentPosition(b) & 4 ? -1 : a === b ? 0 : 1;
		if ( ret === 0 ) {
			hasDuplicate = true;
		}
		return ret;
	};
} else if ( "sourceIndex" in document.documentElement ) {
	sortOrder = function( a, b ) {
		if ( !a.sourceIndex || !b.sourceIndex ) {
			if ( a == b ) {
				hasDuplicate = true;
			}
			return a.sourceIndex ? -1 : 1;
		}

		var ret = a.sourceIndex - b.sourceIndex;
		if ( ret === 0 ) {
			hasDuplicate = true;
		}
		return ret;
	};
} else if ( document.createRange ) {
	sortOrder = function( a, b ) {
		if ( !a.ownerDocument || !b.ownerDocument ) {
			if ( a == b ) {
				hasDuplicate = true;
			}
			return a.ownerDocument ? -1 : 1;
		}

		var aRange = a.ownerDocument.createRange(), bRange = b.ownerDocument.createRange();
		aRange.setStart(a, 0);
		aRange.setEnd(a, 0);
		bRange.setStart(b, 0);
		bRange.setEnd(b, 0);
		var ret = aRange.compareBoundaryPoints(Range.START_TO_END, bRange);
		if ( ret === 0 ) {
			hasDuplicate = true;
		}
		return ret;
	};
}

// Utility function for retreiving the text value of an array of DOM nodes
function getText( elems ) {
	var ret = "", elem;

	for ( var i = 0; elems[i]; i++ ) {
		elem = elems[i];

		// Get the text from text nodes and CDATA nodes
		if ( elem.nodeType === 3 || elem.nodeType === 4 ) {
			ret += elem.nodeValue;

		// Traverse everything else, except comment nodes
		} else if ( elem.nodeType !== 8 ) {
			ret += getText( elem.childNodes );
		}
	}

	return ret;
}

// Check to see if the browser returns elements by name when
// querying by getElementById (and provide a workaround)
(function(){
	// We're going to inject a fake input element with a specified name
	var form = document.createElement("div"),
		id = "script" + (new Date).getTime();
	form.innerHTML = "<a name='" + id + "'/>";

	// Inject it into the root element, check its status, and remove it quickly
	var root = document.documentElement;
	root.insertBefore( form, root.firstChild );

	// The workaround has to do additional checks after a getElementById
	// Which slows things down for other browsers (hence the branching)
	if ( document.getElementById( id ) ) {
		Expr.find.ID = function(match, context, isXML){
			if ( typeof context.getElementById !== "undefined" && !isXML ) {
				var m = context.getElementById(match[1]);
				return m ? m.id === match[1] || typeof m.getAttributeNode !== "undefined" && m.getAttributeNode("id").nodeValue === match[1] ? [m] : undefined : [];
			}
		};

		Expr.filter.ID = function(elem, match){
			var node = typeof elem.getAttributeNode !== "undefined" && elem.getAttributeNode("id");
			return elem.nodeType === 1 && node && node.nodeValue === match;
		};
	}

	root.removeChild( form );
	root = form = null; // release memory in IE
})();

(function(){
	// Check to see if the browser returns only elements
	// when doing getElementsByTagName("*")

	// Create a fake element
	var div = document.createElement("div");
	div.appendChild( document.createComment("") );

	// Make sure no comments are found
	if ( div.getElementsByTagName("*").length > 0 ) {
		Expr.find.TAG = function(match, context){
			var results = context.getElementsByTagName(match[1]);

			// Filter out possible comments
			if ( match[1] === "*" ) {
				var tmp = [];

				for ( var i = 0; results[i]; i++ ) {
					if ( results[i].nodeType === 1 ) {
						tmp.push( results[i] );
					}
				}

				results = tmp;
			}

			return results;
		};
	}

	// Check to see if an attribute returns normalized href attributes
	div.innerHTML = "<a href='#'></a>";
	if ( div.firstChild && typeof div.firstChild.getAttribute !== "undefined" &&
			div.firstChild.getAttribute("href") !== "#" ) {
		Expr.attrHandle.href = function(elem){
			return elem.getAttribute("href", 2);
		};
	}

	div = null; // release memory in IE
})();

if ( document.querySelectorAll ) {
	(function(){
		var oldSizzle = Sizzle, div = document.createElement("div");
		div.innerHTML = "<p class='TEST'></p>";

		// Safari can't handle uppercase or unicode characters when
		// in quirks mode.
		if ( div.querySelectorAll && div.querySelectorAll(".TEST").length === 0 ) {
			return;
		}
	
		Sizzle = function(query, context, extra, seed){
			context = context || document;

			// Only use querySelectorAll on non-XML documents
			// (ID selectors don't work in non-HTML documents)
			if ( !seed && context.nodeType === 9 && !isXML(context) ) {
				try {
					return makeArray( context.querySelectorAll(query), extra );
				} catch(e){}
			}
		
			return oldSizzle(query, context, extra, seed);
		};

		for ( var prop in oldSizzle ) {
			Sizzle[ prop ] = oldSizzle[ prop ];
		}

		div = null; // release memory in IE
	})();
}

(function(){
	var div = document.createElement("div");

	div.innerHTML = "<div class='test e'></div><div class='test'></div>";

	// Opera can't find a second classname (in 9.6)
	// Also, make sure that getElementsByClassName actually exists
	if ( !div.getElementsByClassName || div.getElementsByClassName("e").length === 0 ) {
		return;
	}

	// Safari caches class attributes, doesn't catch changes (in 3.2)
	div.lastChild.className = "e";

	if ( div.getElementsByClassName("e").length === 1 ) {
		return;
	}
	
	Expr.order.splice(1, 0, "CLASS");
	Expr.find.CLASS = function(match, context, isXML) {
		if ( typeof context.getElementsByClassName !== "undefined" && !isXML ) {
			return context.getElementsByClassName(match[1]);
		}
	};

	div = null; // release memory in IE
})();

function dirNodeCheck( dir, cur, doneName, checkSet, nodeCheck, isXML ) {
	for ( var i = 0, l = checkSet.length; i < l; i++ ) {
		var elem = checkSet[i];
		if ( elem ) {
			elem = elem[dir];
			var match = false;

			while ( elem ) {
				if ( elem.sizcache === doneName ) {
					match = checkSet[elem.sizset];
					break;
				}

				if ( elem.nodeType === 1 && !isXML ){
					elem.sizcache = doneName;
					elem.sizset = i;
				}

				if ( elem.nodeName.toLowerCase() === cur ) {
					match = elem;
					break;
				}

				elem = elem[dir];
			}

			checkSet[i] = match;
		}
	}
}

function dirCheck( dir, cur, doneName, checkSet, nodeCheck, isXML ) {
	for ( var i = 0, l = checkSet.length; i < l; i++ ) {
		var elem = checkSet[i];
		if ( elem ) {
			elem = elem[dir];
			var match = false;

			while ( elem ) {
				if ( elem.sizcache === doneName ) {
					match = checkSet[elem.sizset];
					break;
				}

				if ( elem.nodeType === 1 ) {
					if ( !isXML ) {
						elem.sizcache = doneName;
						elem.sizset = i;
					}
					if ( typeof cur !== "string" ) {
						if ( elem === cur ) {
							match = true;
							break;
						}

					} else if ( Sizzle.filter( cur, [elem] ).length > 0 ) {
						match = elem;
						break;
					}
				}

				elem = elem[dir];
			}

			checkSet[i] = match;
		}
	}
}

var contains = document.compareDocumentPosition ? function(a, b){
	return !!(a.compareDocumentPosition(b) & 16);
} : function(a, b){
	return a !== b && (a.contains ? a.contains(b) : true);
};

var isXML = function(elem){
	// documentElement is verified for cases where it doesn't yet exist
	// (such as loading iframes in IE - #4833) 
	var documentElement = (elem ? elem.ownerDocument || elem : 0).documentElement;
	return documentElement ? documentElement.nodeName !== "HTML" : false;
};

var posProcess = function(selector, context){
	var tmpSet = [], later = "", match,
		root = context.nodeType ? [context] : context;

	// Position selectors must be done after the filter
	// And so must :not(positional) so we move all PSEUDOs to the end
	while ( (match = Expr.match.PSEUDO.exec( selector )) ) {
		later += match[0];
		selector = selector.replace( Expr.match.PSEUDO, "" );
	}

	selector = Expr.relative[selector] ? selector + "*" : selector;

	for ( var i = 0, l = root.length; i < l; i++ ) {
		Sizzle( selector, root[i], tmpSet );
	}

	return Sizzle.filter( later, tmpSet );
};

// EXPOSE
jQuery.find = Sizzle;
jQuery.expr = Sizzle.selectors;
jQuery.expr[":"] = jQuery.expr.filters;
jQuery.unique = Sizzle.uniqueSort;
jQuery.text = getText;
jQuery.isXMLDoc = isXML;
jQuery.contains = contains;

return;

window.Sizzle = Sizzle;

})();
var runtil = /Until$/,
	rparentsprev = /^(?:parents|prevUntil|prevAll)/,
	// Note: This RegExp should be improved, or likely pulled from Sizzle
	rmultiselector = /,/,
	slice = Array.prototype.slice;

// Implement the identical functionality for filter and not
var winnow = function( elements, qualifier, keep ) {
	if ( jQuery.isFunction( qualifier ) ) {
		return jQuery.grep(elements, function( elem, i ) {
			return !!qualifier.call( elem, i, elem ) === keep;
		});

	} else if ( qualifier.nodeType ) {
		return jQuery.grep(elements, function( elem, i ) {
			return (elem === qualifier) === keep;
		});

	} else if ( typeof qualifier === "string" ) {
		var filtered = jQuery.grep(elements, function( elem ) {
			return elem.nodeType === 1;
		});

		if ( isSimple.test( qualifier ) ) {
			return jQuery.filter(qualifier, filtered, !keep);
		} else {
			qualifier = jQuery.filter( qualifier, filtered );
		}
	}

	return jQuery.grep(elements, function( elem, i ) {
		return (jQuery.inArray( elem, qualifier ) >= 0) === keep;
	});
};

jQuery.fn.extend({
	find: function( selector ) {
		var ret = this.pushStack( "", "find", selector ), length = 0;

		for ( var i = 0, l = this.length; i < l; i++ ) {
			length = ret.length;
			jQuery.find( selector, this[i], ret );

			if ( i > 0 ) {
				// Make sure that the results are unique
				for ( var n = length; n < ret.length; n++ ) {
					for ( var r = 0; r < length; r++ ) {
						if ( ret[r] === ret[n] ) {
							ret.splice(n--, 1);
							break;
						}
					}
				}
			}
		}

		return ret;
	},

	has: function( target ) {
		var targets = jQuery( target );
		return this.filter(function() {
			for ( var i = 0, l = targets.length; i < l; i++ ) {
				if ( jQuery.contains( this, targets[i] ) ) {
					return true;
				}
			}
		});
	},

	not: function( selector ) {
		return this.pushStack( winnow(this, selector, false), "not", selector);
	},

	filter: function( selector ) {
		return this.pushStack( winnow(this, selector, true), "filter", selector );
	},
	
	is: function( selector ) {
		return !!selector && jQuery.filter( selector, this ).length > 0;
	},

	closest: function( selectors, context ) {
		if ( jQuery.isArray( selectors ) ) {
			var ret = [], cur = this[0], match, matches = {}, selector;

			if ( cur && selectors.length ) {
				for ( var i = 0, l = selectors.length; i < l; i++ ) {
					selector = selectors[i];

					if ( !matches[selector] ) {
						matches[selector] = jQuery.expr.match.POS.test( selector ) ? 
							jQuery( selector, context || this.context ) :
							selector;
					}
				}

				while ( cur && cur.ownerDocument && cur !== context ) {
					for ( selector in matches ) {
						match = matches[selector];

						if ( match.jquery ? match.index(cur) > -1 : jQuery(cur).is(match) ) {
							ret.push({ selector: selector, elem: cur });
							delete matches[selector];
						}
					}
					cur = cur.parentNode;
				}
			}

			return ret;
		}

		var pos = jQuery.expr.match.POS.test( selectors ) ? 
			jQuery( selectors, context || this.context ) : null;

		return this.map(function( i, cur ) {
			while ( cur && cur.ownerDocument && cur !== context ) {
				if ( pos ? pos.index(cur) > -1 : jQuery(cur).is(selectors) ) {
					return cur;
				}
				cur = cur.parentNode;
			}
			return null;
		});
	},
	
	// Determine the position of an element within
	// the matched set of elements
	index: function( elem ) {
		if ( !elem || typeof elem === "string" ) {
			return jQuery.inArray( this[0],
				// If it receives a string, the selector is used
				// If it receives nothing, the siblings are used
				elem ? jQuery( elem ) : this.parent().children() );
		}
		// Locate the position of the desired element
		return jQuery.inArray(
			// If it receives a jQuery object, the first element is used
			elem.jquery ? elem[0] : elem, this );
	},

	add: function( selector, context ) {
		var set = typeof selector === "string" ?
				jQuery( selector, context || this.context ) :
				jQuery.makeArray( selector ),
			all = jQuery.merge( this.get(), set );

		return this.pushStack( isDisconnected( set[0] ) || isDisconnected( all[0] ) ?
			all :
			jQuery.unique( all ) );
	},

	andSelf: function() {
		return this.add( this.prevObject );
	}
});

// A painfully simple check to see if an element is disconnected
// from a document (should be improved, where feasible).
function isDisconnected( node ) {
	return !node || !node.parentNode || node.parentNode.nodeType === 11;
}

jQuery.each({
	parent: function( elem ) {
		var parent = elem.parentNode;
		return parent && parent.nodeType !== 11 ? parent : null;
	},
	parents: function( elem ) {
		return jQuery.dir( elem, "parentNode" );
	},
	parentsUntil: function( elem, i, until ) {
		return jQuery.dir( elem, "parentNode", until );
	},
	next: function( elem ) {
		return jQuery.nth( elem, 2, "nextSibling" );
	},
	prev: function( elem ) {
		return jQuery.nth( elem, 2, "previousSibling" );
	},
	nextAll: function( elem ) {
		return jQuery.dir( elem, "nextSibling" );
	},
	prevAll: function( elem ) {
		return jQuery.dir( elem, "previousSibling" );
	},
	nextUntil: function( elem, i, until ) {
		return jQuery.dir( elem, "nextSibling", until );
	},
	prevUntil: function( elem, i, until ) {
		return jQuery.dir( elem, "previousSibling", until );
	},
	siblings: function( elem ) {
		return jQuery.sibling( elem.parentNode.firstChild, elem );
	},
	children: function( elem ) {
		return jQuery.sibling( elem.firstChild );
	},
	contents: function( elem ) {
		return jQuery.nodeName( elem, "iframe" ) ?
			elem.contentDocument || elem.contentWindow.document :
			jQuery.makeArray( elem.childNodes );
	}
}, function( name, fn ) {
	jQuery.fn[ name ] = function( until, selector ) {
		var ret = jQuery.map( this, fn, until );
		
		if ( !runtil.test( name ) ) {
			selector = until;
		}

		if ( selector && typeof selector === "string" ) {
			ret = jQuery.filter( selector, ret );
		}

		ret = this.length > 1 ? jQuery.unique( ret ) : ret;

		if ( (this.length > 1 || rmultiselector.test( selector )) && rparentsprev.test( name ) ) {
			ret = ret.reverse();
		}

		return this.pushStack( ret, name, slice.call(arguments).join(",") );
	};
});

jQuery.extend({
	filter: function( expr, elems, not ) {
		if ( not ) {
			expr = ":not(" + expr + ")";
		}

		return jQuery.find.matches(expr, elems);
	},
	
	dir: function( elem, dir, until ) {
		var matched = [], cur = elem[dir];
		while ( cur && cur.nodeType !== 9 && (until === undefined || cur.nodeType !== 1 || !jQuery( cur ).is( until )) ) {
			if ( cur.nodeType === 1 ) {
				matched.push( cur );
			}
			cur = cur[dir];
		}
		return matched;
	},

	nth: function( cur, result, dir, elem ) {
		result = result || 1;
		var num = 0;

		for ( ; cur; cur = cur[dir] ) {
			if ( cur.nodeType === 1 && ++num === result ) {
				break;
			}
		}

		return cur;
	},

	sibling: function( n, elem ) {
		var r = [];

		for ( ; n; n = n.nextSibling ) {
			if ( n.nodeType === 1 && n !== elem ) {
				r.push( n );
			}
		}

		return r;
	}
});
var rinlinejQuery = / jQuery\d+="(?:\d+|null)"/g,
	rleadingWhitespace = /^\s+/,
	rxhtmlTag = /(<([\w:]+)[^>]*?)\/>/g,
	rselfClosing = /^(?:area|br|col|embed|hr|img|input|link|meta|param)$/i,
	rtagName = /<([\w:]+)/,
	rtbody = /<tbody/i,
	rhtml = /<|&#?\w+;/,
	rnocache = /<script|<object|<embed|<option|<style/i,
	rchecked = /checked\s*(?:[^=]|=\s*.checked.)/i,  // checked="checked" or checked (html5)
	fcloseTag = function( all, front, tag ) {
		return rselfClosing.test( tag ) ?
			all :
			front + "></" + tag + ">";
	},
	wrapMap = {
		option: [ 1, "<select multiple='multiple'>", "</select>" ],
		legend: [ 1, "<fieldset>", "</fieldset>" ],
		thead: [ 1, "<table>", "</table>" ],
		tr: [ 2, "<table><tbody>", "</tbody></table>" ],
		td: [ 3, "<table><tbody><tr>", "</tr></tbody></table>" ],
		col: [ 2, "<table><tbody></tbody><colgroup>", "</colgroup></table>" ],
		area: [ 1, "<map>", "</map>" ],
		_default: [ 0, "", "" ]
	};

wrapMap.optgroup = wrapMap.option;
wrapMap.tbody = wrapMap.tfoot = wrapMap.colgroup = wrapMap.caption = wrapMap.thead;
wrapMap.th = wrapMap.td;

// IE can't serialize <link> and <script> tags normally
if ( !jQuery.support.htmlSerialize ) {
	wrapMap._default = [ 1, "div<div>", "</div>" ];
}

jQuery.fn.extend({
	text: function( text ) {
		if ( jQuery.isFunction(text) ) {
			return this.each(function(i) {
				var self = jQuery(this);
				self.text( text.call(this, i, self.text()) );
			});
		}

		if ( typeof text !== "object" && text !== undefined ) {
			return this.empty().append( (this[0] && this[0].ownerDocument || document).createTextNode( text ) );
		}

		return jQuery.text( this );
	},

	wrapAll: function( html ) {
		if ( jQuery.isFunction( html ) ) {
			return this.each(function(i) {
				jQuery(this).wrapAll( html.call(this, i) );
			});
		}

		if ( this[0] ) {
			// The elements to wrap the target around
			var wrap = jQuery( html, this[0].ownerDocument ).eq(0).clone(true);

			if ( this[0].parentNode ) {
				wrap.insertBefore( this[0] );
			}

			wrap.map(function() {
				var elem = this;

				while ( elem.firstChild && elem.firstChild.nodeType === 1 ) {
					elem = elem.firstChild;
				}

				return elem;
			}).append(this);
		}

		return this;
	},

	wrapInner: function( html ) {
		if ( jQuery.isFunction( html ) ) {
			return this.each(function(i) {
				jQuery(this).wrapInner( html.call(this, i) );
			});
		}

		return this.each(function() {
			var self = jQuery( this ), contents = self.contents();

			if ( contents.length ) {
				contents.wrapAll( html );

			} else {
				self.append( html );
			}
		});
	},

	wrap: function( html ) {
		return this.each(function() {
			jQuery( this ).wrapAll( html );
		});
	},

	unwrap: function() {
		return this.parent().each(function() {
			if ( !jQuery.nodeName( this, "body" ) ) {
				jQuery( this ).replaceWith( this.childNodes );
			}
		}).end();
	},

	append: function() {
		return this.domManip(arguments, true, function( elem ) {
			if ( this.nodeType === 1 ) {
				this.appendChild( elem );
			}
		});
	},

	prepend: function() {
		return this.domManip(arguments, true, function( elem ) {
			if ( this.nodeType === 1 ) {
				this.insertBefore( elem, this.firstChild );
			}
		});
	},

	before: function() {
		if ( this[0] && this[0].parentNode ) {
			return this.domManip(arguments, false, function( elem ) {
				this.parentNode.insertBefore( elem, this );
			});
		} else if ( arguments.length ) {
			var set = jQuery(arguments[0]);
			set.push.apply( set, this.toArray() );
			return this.pushStack( set, "before", arguments );
		}
	},

	after: function() {
		if ( this[0] && this[0].parentNode ) {
			return this.domManip(arguments, false, function( elem ) {
				this.parentNode.insertBefore( elem, this.nextSibling );
			});
		} else if ( arguments.length ) {
			var set = this.pushStack( this, "after", arguments );
			set.push.apply( set, jQuery(arguments[0]).toArray() );
			return set;
		}
	},
	
	// keepData is for internal use only--do not document
	remove: function( selector, keepData ) {
		for ( var i = 0, elem; (elem = this[i]) != null; i++ ) {
			if ( !selector || jQuery.filter( selector, [ elem ] ).length ) {
				if ( !keepData && elem.nodeType === 1 ) {
					jQuery.cleanData( elem.getElementsByTagName("*") );
					jQuery.cleanData( [ elem ] );
				}

				if ( elem.parentNode ) {
					 elem.parentNode.removeChild( elem );
				}
			}
		}
		
		return this;
	},

	empty: function() {
		for ( var i = 0, elem; (elem = this[i]) != null; i++ ) {
			// Remove element nodes and prevent memory leaks
			if ( elem.nodeType === 1 ) {
				jQuery.cleanData( elem.getElementsByTagName("*") );
			}

			// Remove any remaining nodes
			while ( elem.firstChild ) {
				elem.removeChild( elem.firstChild );
			}
		}
		
		return this;
	},

	clone: function( events ) {
		// Do the clone
		var ret = this.map(function() {
			if ( !jQuery.support.noCloneEvent && !jQuery.isXMLDoc(this) ) {
				// IE copies events bound via attachEvent when
				// using cloneNode. Calling detachEvent on the
				// clone will also remove the events from the orignal
				// In order to get around this, we use innerHTML.
				// Unfortunately, this means some modifications to
				// attributes in IE that are actually only stored
				// as properties will not be copied (such as the
				// the name attribute on an input).
				var html = this.outerHTML, ownerDocument = this.ownerDocument;
				if ( !html ) {
					var div = ownerDocument.createElement("div");
					div.appendChild( this.cloneNode(true) );
					html = div.innerHTML;
				}

				return jQuery.clean([html.replace(rinlinejQuery, "")
					// Handle the case in IE 8 where action=/test/> self-closes a tag
					.replace(/=([^="'>\s]+\/)>/g, '="$1">')
					.replace(rleadingWhitespace, "")], ownerDocument)[0];
			} else {
				return this.cloneNode(true);
			}
		});

		// Copy the events from the original to the clone
		if ( events === true ) {
			cloneCopyEvent( this, ret );
			cloneCopyEvent( this.find("*"), ret.find("*") );
		}

		// Return the cloned set
		return ret;
	},

	html: function( value ) {
		if ( value === undefined ) {
			return this[0] && this[0].nodeType === 1 ?
				this[0].innerHTML.replace(rinlinejQuery, "") :
				null;

		// See if we can take a shortcut and just use innerHTML
		} else if ( typeof value === "string" && !rnocache.test( value ) &&
			(jQuery.support.leadingWhitespace || !rleadingWhitespace.test( value )) &&
			!wrapMap[ (rtagName.exec( value ) || ["", ""])[1].toLowerCase() ] ) {

			value = value.replace(rxhtmlTag, fcloseTag);

			try {
				for ( var i = 0, l = this.length; i < l; i++ ) {
					// Remove element nodes and prevent memory leaks
					if ( this[i].nodeType === 1 ) {
						jQuery.cleanData( this[i].getElementsByTagName("*") );
						this[i].innerHTML = value;
					}
				}

			// If using innerHTML throws an exception, use the fallback method
			} catch(e) {
				this.empty().append( value );
			}

		} else if ( jQuery.isFunction( value ) ) {
			this.each(function(i){
				var self = jQuery(this), old = self.html();
				self.empty().append(function(){
					return value.call( this, i, old );
				});
			});

		} else {
			this.empty().append( value );
		}

		return this;
	},

	replaceWith: function( value ) {
		if ( this[0] && this[0].parentNode ) {
			// Make sure that the elements are removed from the DOM before they are inserted
			// this can help fix replacing a parent with child elements
			if ( jQuery.isFunction( value ) ) {
				return this.each(function(i) {
					var self = jQuery(this), old = self.html();
					self.replaceWith( value.call( this, i, old ) );
				});
			}

			if ( typeof value !== "string" ) {
				value = jQuery(value).detach();
			}

			return this.each(function() {
				var next = this.nextSibling, parent = this.parentNode;

				jQuery(this).remove();

				if ( next ) {
					jQuery(next).before( value );
				} else {
					jQuery(parent).append( value );
				}
			});
		} else {
			return this.pushStack( jQuery(jQuery.isFunction(value) ? value() : value), "replaceWith", value );
		}
	},

	detach: function( selector ) {
		return this.remove( selector, true );
	},

	domManip: function( args, table, callback ) {
		var results, first, value = args[0], scripts = [], fragment, parent;

		// We can't cloneNode fragments that contain checked, in WebKit
		if ( !jQuery.support.checkClone && arguments.length === 3 && typeof value === "string" && rchecked.test( value ) ) {
			return this.each(function() {
				jQuery(this).domManip( args, table, callback, true );
			});
		}

		if ( jQuery.isFunction(value) ) {
			return this.each(function(i) {
				var self = jQuery(this);
				args[0] = value.call(this, i, table ? self.html() : undefined);
				self.domManip( args, table, callback );
			});
		}

		if ( this[0] ) {
			parent = value && value.parentNode;

			// If we're in a fragment, just use that instead of building a new one
			if ( jQuery.support.parentNode && parent && parent.nodeType === 11 && parent.childNodes.length === this.length ) {
				results = { fragment: parent };

			} else {
				results = buildFragment( args, this, scripts );
			}
			
			fragment = results.fragment;
			
			if ( fragment.childNodes.length === 1 ) {
				first = fragment = fragment.firstChild;
			} else {
				first = fragment.firstChild;
			}

			if ( first ) {
				table = table && jQuery.nodeName( first, "tr" );

				for ( var i = 0, l = this.length; i < l; i++ ) {
					callback.call(
						table ?
							root(this[i], first) :
							this[i],
						i > 0 || results.cacheable || this.length > 1  ?
							fragment.cloneNode(true) :
							fragment
					);
				}
			}

			if ( scripts.length ) {
				jQuery.each( scripts, evalScript );
			}
		}

		return this;

		function root( elem, cur ) {
			return jQuery.nodeName(elem, "table") ?
				(elem.getElementsByTagName("tbody")[0] ||
				elem.appendChild(elem.ownerDocument.createElement("tbody"))) :
				elem;
		}
	}
});

function cloneCopyEvent(orig, ret) {
	var i = 0;

	ret.each(function() {
		if ( this.nodeName !== (orig[i] && orig[i].nodeName) ) {
			return;
		}

		var oldData = jQuery.data( orig[i++] ), curData = jQuery.data( this, oldData ), events = oldData && oldData.events;

		if ( events ) {
			delete curData.handle;
			curData.events = {};

			for ( var type in events ) {
				for ( var handler in events[ type ] ) {
					jQuery.event.add( this, type, events[ type ][ handler ], events[ type ][ handler ].data );
				}
			}
		}
	});
}

function buildFragment( args, nodes, scripts ) {
	var fragment, cacheable, cacheresults,
		doc = (nodes && nodes[0] ? nodes[0].ownerDocument || nodes[0] : document);

	// Only cache "small" (1/2 KB) strings that are associated with the main document
	// Cloning options loses the selected state, so don't cache them
	// IE 6 doesn't like it when you put <object> or <embed> elements in a fragment
	// Also, WebKit does not clone 'checked' attributes on cloneNode, so don't cache
	if ( args.length === 1 && typeof args[0] === "string" && args[0].length < 512 && doc === document &&
		!rnocache.test( args[0] ) && (jQuery.support.checkClone || !rchecked.test( args[0] )) ) {

		cacheable = true;
		cacheresults = jQuery.fragments[ args[0] ];
		if ( cacheresults ) {
			if ( cacheresults !== 1 ) {
				fragment = cacheresults;
			}
		}
	}

	if ( !fragment ) {
		fragment = doc.createDocumentFragment();
		jQuery.clean( args, doc, fragment, scripts );
	}

	if ( cacheable ) {
		jQuery.fragments[ args[0] ] = cacheresults ? fragment : 1;
	}

	return { fragment: fragment, cacheable: cacheable };
}

jQuery.fragments = {};

jQuery.each({
	appendTo: "append",
	prependTo: "prepend",
	insertBefore: "before",
	insertAfter: "after",
	replaceAll: "replaceWith"
}, function( name, original ) {
	jQuery.fn[ name ] = function( selector ) {
		var ret = [], insert = jQuery( selector ),
			parent = this.length === 1 && this[0].parentNode;
		
		if ( parent && parent.nodeType === 11 && parent.childNodes.length === 1 && insert.length === 1 ) {
			insert[ original ]( this[0] );
			return this;
			
		} else {
			for ( var i = 0, l = insert.length; i < l; i++ ) {
				var elems = (i > 0 ? this.clone(true) : this).get();
				jQuery.fn[ original ].apply( jQuery(insert[i]), elems );
				ret = ret.concat( elems );
			}
		
			return this.pushStack( ret, name, insert.selector );
		}
	};
});

jQuery.extend({
	clean: function( elems, context, fragment, scripts ) {
		context = context || document;

		// !context.createElement fails in IE with an error but returns typeof 'object'
		if ( typeof context.createElement === "undefined" ) {
			context = context.ownerDocument || context[0] && context[0].ownerDocument || document;
		}

		var ret = [];

		for ( var i = 0, elem; (elem = elems[i]) != null; i++ ) {
			if ( typeof elem === "number" ) {
				elem += "";
			}

			if ( !elem ) {
				continue;
			}

			// Convert html string into DOM nodes
			if ( typeof elem === "string" && !rhtml.test( elem ) ) {
				elem = context.createTextNode( elem );

			} else if ( typeof elem === "string" ) {
				// Fix "XHTML"-style tags in all browsers
				elem = elem.replace(rxhtmlTag, fcloseTag);

				// Trim whitespace, otherwise indexOf won't work as expected
				var tag = (rtagName.exec( elem ) || ["", ""])[1].toLowerCase(),
					wrap = wrapMap[ tag ] || wrapMap._default,
					depth = wrap[0],
					div = context.createElement("div");

				// Go to html and back, then peel off extra wrappers
				div.innerHTML = wrap[1] + elem + wrap[2];

				// Move to the right depth
				while ( depth-- ) {
					div = div.lastChild;
				}

				// Remove IE's autoinserted <tbody> from table fragments
				if ( !jQuery.support.tbody ) {

					// String was a <table>, *may* have spurious <tbody>
					var hasBody = rtbody.test(elem),
						tbody = tag === "table" && !hasBody ?
							div.firstChild && div.firstChild.childNodes :

							// String was a bare <thead> or <tfoot>
							wrap[1] === "<table>" && !hasBody ?
								div.childNodes :
								[];

					for ( var j = tbody.length - 1; j >= 0 ; --j ) {
						if ( jQuery.nodeName( tbody[ j ], "tbody" ) && !tbody[ j ].childNodes.length ) {
							tbody[ j ].parentNode.removeChild( tbody[ j ] );
						}
					}

				}

				// IE completely kills leading whitespace when innerHTML is used
				if ( !jQuery.support.leadingWhitespace && rleadingWhitespace.test( elem ) ) {
					div.insertBefore( context.createTextNode( rleadingWhitespace.exec(elem)[0] ), div.firstChild );
				}

				elem = div.childNodes;
			}

			if ( elem.nodeType ) {
				ret.push( elem );
			} else {
				ret = jQuery.merge( ret, elem );
			}
		}

		if ( fragment ) {
			for ( var i = 0; ret[i]; i++ ) {
				if ( scripts && jQuery.nodeName( ret[i], "script" ) && (!ret[i].type || ret[i].type.toLowerCase() === "text/javascript") ) {
					scripts.push( ret[i].parentNode ? ret[i].parentNode.removeChild( ret[i] ) : ret[i] );
				
				} else {
					if ( ret[i].nodeType === 1 ) {
						ret.splice.apply( ret, [i + 1, 0].concat(jQuery.makeArray(ret[i].getElementsByTagName("script"))) );
					}
					fragment.appendChild( ret[i] );
				}
			}
		}

		return ret;
	},
	
	cleanData: function( elems ) {
		var data, id, cache = jQuery.cache,
			special = jQuery.event.special,
			deleteExpando = jQuery.support.deleteExpando;
		
		for ( var i = 0, elem; (elem = elems[i]) != null; i++ ) {
			id = elem[ jQuery.expando ];
			
			if ( id ) {
				data = cache[ id ];
				
				if ( data.events ) {
					for ( var type in data.events ) {
						if ( special[ type ] ) {
							jQuery.event.remove( elem, type );

						} else {
							removeEvent( elem, type, data.handle );
						}
					}
				}
				
				if ( deleteExpando ) {
					delete elem[ jQuery.expando ];

				} else if ( elem.removeAttribute ) {
					elem.removeAttribute( jQuery.expando );
				}
				
				delete cache[ id ];
			}
		}
	}
});
// exclude the following css properties to add px
var rexclude = /z-?index|font-?weight|opacity|zoom|line-?height/i,
	ralpha = /alpha\([^)]*\)/,
	ropacity = /opacity=([^)]*)/,
	rfloat = /float/i,
	rdashAlpha = /-([a-z])/ig,
	rupper = /([A-Z])/g,
	rnumpx = /^-?\d+(?:px)?$/i,
	rnum = /^-?\d/,

	cssShow = { position: "absolute", visibility: "hidden", display:"block" },
	cssWidth = [ "Left", "Right" ],
	cssHeight = [ "Top", "Bottom" ],

	// cache check for defaultView.getComputedStyle
	getComputedStyle = document.defaultView && document.defaultView.getComputedStyle,
	// normalize float css property
	styleFloat = jQuery.support.cssFloat ? "cssFloat" : "styleFloat",
	fcamelCase = function( all, letter ) {
		return letter.toUpperCase();
	};

jQuery.fn.css = function( name, value ) {
	return access( this, name, value, true, function( elem, name, value ) {
		if ( value === undefined ) {
			return jQuery.curCSS( elem, name );
		}
		
		if ( typeof value === "number" && !rexclude.test(name) ) {
			value += "px";
		}

		jQuery.style( elem, name, value );
	});
};

jQuery.extend({
	style: function( elem, name, value ) {
		// don't set styles on text and comment nodes
		if ( !elem || elem.nodeType === 3 || elem.nodeType === 8 ) {
			return undefined;
		}

		// ignore negative width and height values #1599
		if ( (name === "width" || name === "height") && parseFloat(value) < 0 ) {
			value = undefined;
		}

		var style = elem.style || elem, set = value !== undefined;

		// IE uses filters for opacity
		if ( !jQuery.support.opacity && name === "opacity" ) {
			if ( set ) {
				// IE has trouble with opacity if it does not have layout
				// Force it by setting the zoom level
				style.zoom = 1;

				// Set the alpha filter to set the opacity
				var opacity = parseInt( value, 10 ) + "" === "NaN" ? "" : "alpha(opacity=" + value * 100 + ")";
				var filter = style.filter || jQuery.curCSS( elem, "filter" ) || "";
				style.filter = ralpha.test(filter) ? filter.replace(ralpha, opacity) : opacity;
			}

			return style.filter && style.filter.indexOf("opacity=") >= 0 ?
				(parseFloat( ropacity.exec(style.filter)[1] ) / 100) + "":
				"";
		}

		// Make sure we're using the right name for getting the float value
		if ( rfloat.test( name ) ) {
			name = styleFloat;
		}

		name = name.replace(rdashAlpha, fcamelCase);

		if ( set ) {
			style[ name ] = value;
		}

		return style[ name ];
	},

	css: function( elem, name, force, extra ) {
		if ( name === "width" || name === "height" ) {
			var val, props = cssShow, which = name === "width" ? cssWidth : cssHeight;

			function getWH() {
				val = name === "width" ? elem.offsetWidth : elem.offsetHeight;

				if ( extra === "border" ) {
					return;
				}

				jQuery.each( which, function() {
					if ( !extra ) {
						val -= parseFloat(jQuery.curCSS( elem, "padding" + this, true)) || 0;
					}

					if ( extra === "margin" ) {
						val += parseFloat(jQuery.curCSS( elem, "margin" + this, true)) || 0;
					} else {
						val -= parseFloat(jQuery.curCSS( elem, "border" + this + "Width", true)) || 0;
					}
				});
			}

			if ( elem.offsetWidth !== 0 ) {
				getWH();
			} else {
				jQuery.swap( elem, props, getWH );
			}

			return Math.max(0, Math.round(val));
		}

		return jQuery.curCSS( elem, name, force );
	},

	curCSS: function( elem, name, force ) {
		var ret, style = elem.style, filter;

		// IE uses filters for opacity
		if ( !jQuery.support.opacity && name === "opacity" && elem.currentStyle ) {
			ret = ropacity.test(elem.currentStyle.filter || "") ?
				(parseFloat(RegExp.$1) / 100) + "" :
				"";

			return ret === "" ?
				"1" :
				ret;
		}

		// Make sure we're using the right name for getting the float value
		if ( rfloat.test( name ) ) {
			name = styleFloat;
		}

		if ( !force && style && style[ name ] ) {
			ret = style[ name ];

		} else if ( getComputedStyle ) {

			// Only "float" is needed here
			if ( rfloat.test( name ) ) {
				name = "float";
			}

			name = name.replace( rupper, "-$1" ).toLowerCase();

			var defaultView = elem.ownerDocument.defaultView;

			if ( !defaultView ) {
				return null;
			}

			var computedStyle = defaultView.getComputedStyle( elem, null );

			if ( computedStyle ) {
				ret = computedStyle.getPropertyValue( name );
			}

			// We should always get a number back from opacity
			if ( name === "opacity" && ret === "" ) {
				ret = "1";
			}

		} else if ( elem.currentStyle ) {
			var camelCase = name.replace(rdashAlpha, fcamelCase);

			ret = elem.currentStyle[ name ] || elem.currentStyle[ camelCase ];

			// From the awesome hack by Dean Edwards
			// http://erik.eae.net/archives/2007/07/27/18.54.15/#comment-102291

			// If we're not dealing with a regular pixel number
			// but a number that has a weird ending, we need to convert it to pixels
			if ( !rnumpx.test( ret ) && rnum.test( ret ) ) {
				// Remember the original values
				var left = style.left, rsLeft = elem.runtimeStyle.left;

				// Put in the new values to get a computed value out
				elem.runtimeStyle.left = elem.currentStyle.left;
				style.left = camelCase === "fontSize" ? "1em" : (ret || 0);
				ret = style.pixelLeft + "px";

				// Revert the changed values
				style.left = left;
				elem.runtimeStyle.left = rsLeft;
			}
		}

		return ret;
	},

	// A method for quickly swapping in/out CSS properties to get correct calculations
	swap: function( elem, options, callback ) {
		var old = {};

		// Remember the old values, and insert the new ones
		for ( var name in options ) {
			old[ name ] = elem.style[ name ];
			elem.style[ name ] = options[ name ];
		}

		callback.call( elem );

		// Revert the old values
		for ( var name in options ) {
			elem.style[ name ] = old[ name ];
		}
	}
});

if ( jQuery.expr && jQuery.expr.filters ) {
	jQuery.expr.filters.hidden = function( elem ) {
		var width = elem.offsetWidth, height = elem.offsetHeight,
			skip = elem.nodeName.toLowerCase() === "tr";

		return width === 0 && height === 0 && !skip ?
			true :
			width > 0 && height > 0 && !skip ?
				false :
				jQuery.curCSS(elem, "display") === "none";
	};

	jQuery.expr.filters.visible = function( elem ) {
		return !jQuery.expr.filters.hidden( elem );
	};
}
var jsc = now(),
	rscript = /<script(.|\s)*?\/script>/gi,
	rselectTextarea = /select|textarea/i,
	rinput = /color|date|datetime|email|hidden|month|number|password|range|search|tel|text|time|url|week/i,
	jsre = /=\?(&|$)/,
	rquery = /\?/,
	rts = /(\?|&)_=.*?(&|$)/,
	rurl = /^(\w+:)?\/\/([^\/?#]+)/,
	r20 = /%20/g,

	// Keep a copy of the old load method
	_load = jQuery.fn.load;

jQuery.fn.extend({
	load: function( url, params, callback ) {
		if ( typeof url !== "string" ) {
			return _load.call( this, url );

		// Don't do a request if no elements are being requested
		} else if ( !this.length ) {
			return this;
		}

		var off = url.indexOf(" ");
		if ( off >= 0 ) {
			var selector = url.slice(off, url.length);
			url = url.slice(0, off);
		}

		// Default to a GET request
		var type = "GET";

		// If the second parameter was provided
		if ( params ) {
			// If it's a function
			if ( jQuery.isFunction( params ) ) {
				// We assume that it's the callback
				callback = params;
				params = null;

			// Otherwise, build a param string
			} else if ( typeof params === "object" ) {
				params = jQuery.param( params, jQuery.ajaxSettings.traditional );
				type = "POST";
			}
		}

		var self = this;

		// Request the remote document
		jQuery.ajax({
			url: url,
			type: type,
			dataType: "html",
			data: params,
			complete: function( res, status ) {
				// If successful, inject the HTML into all the matched elements
				if ( status === "success" || status === "notmodified" ) {
					// See if a selector was specified
					self.html( selector ?
						// Create a dummy div to hold the results
						jQuery("<div />")
							// inject the contents of the document in, removing the scripts
							// to avoid any 'Permission Denied' errors in IE
							.append(res.responseText.replace(rscript, ""))

							// Locate the specified elements
							.find(selector) :

						// If not, just inject the full result
						res.responseText );
				}

				if ( callback ) {
					self.each( callback, [res.responseText, status, res] );
				}
			}
		});

		return this;
	},

	serialize: function() {
		return jQuery.param(this.serializeArray());
	},
	serializeArray: function() {
		return this.map(function() {
			return this.elements ? jQuery.makeArray(this.elements) : this;
		})
		.filter(function() {
			return this.name && !this.disabled &&
				(this.checked || rselectTextarea.test(this.nodeName) ||
					rinput.test(this.type));
		})
		.map(function( i, elem ) {
			var val = jQuery(this).val();

			return val == null ?
				null :
				jQuery.isArray(val) ?
					jQuery.map( val, function( val, i ) {
						return { name: elem.name, value: val };
					}) :
					{ name: elem.name, value: val };
		}).get();
	}
});

// Attach a bunch of functions for handling common AJAX events
jQuery.each( "ajaxStart ajaxStop ajaxComplete ajaxError ajaxSuccess ajaxSend".split(" "), function( i, o ) {
	jQuery.fn[o] = function( f ) {
		return this.bind(o, f);
	};
});

jQuery.extend({

	get: function( url, data, callback, type ) {
		// shift arguments if data argument was omited
		if ( jQuery.isFunction( data ) ) {
			type = type || callback;
			callback = data;
			data = null;
		}

		return jQuery.ajax({
			type: "GET",
			url: url,
			data: data,
			success: callback,
			dataType: type
		});
	},

	getScript: function( url, callback ) {
		return jQuery.get(url, null, callback, "script");
	},

	getJSON: function( url, data, callback ) {
		return jQuery.get(url, data, callback, "json");
	},

	post: function( url, data, callback, type ) {
		// shift arguments if data argument was omited
		if ( jQuery.isFunction( data ) ) {
			type = type || callback;
			callback = data;
			data = {};
		}

		return jQuery.ajax({
			type: "POST",
			url: url,
			data: data,
			success: callback,
			dataType: type
		});
	},

	ajaxSetup: function( settings ) {
		jQuery.extend( jQuery.ajaxSettings, settings );
	},

	ajaxSettings: {
		url: location.href,
		global: true,
		type: "GET",
		contentType: "application/x-www-form-urlencoded",
		processData: true,
		async: true,
		/*
		timeout: 0,
		data: null,
		username: null,
		password: null,
		traditional: false,
		*/
		// Create the request object; Microsoft failed to properly
		// implement the XMLHttpRequest in IE7 (can't request local files),
		// so we use the ActiveXObject when it is available
		// This function can be overriden by calling jQuery.ajaxSetup
		xhr: window.XMLHttpRequest && (window.location.protocol !== "file:" || !window.ActiveXObject) ?
			function() {
				return new window.XMLHttpRequest();
			} :
			function() {
				try {
					return new window.ActiveXObject("Microsoft.XMLHTTP");
				} catch(e) {}
			},
		accepts: {
			xml: "application/xml, text/xml",
			html: "text/html",
			script: "text/javascript, application/javascript",
			json: "application/json, text/javascript",
			text: "text/plain",
			_default: "*/*"
		}
	},

	// Last-Modified header cache for next request
	lastModified: {},
	etag: {},

	ajax: function( origSettings ) {
		var s = jQuery.extend(true, {}, jQuery.ajaxSettings, origSettings);
		
		var jsonp, status, data,
			callbackContext = origSettings && origSettings.context || s,
			type = s.type.toUpperCase();

		// convert data if not already a string
		if ( s.data && s.processData && typeof s.data !== "string" ) {
			s.data = jQuery.param( s.data, s.traditional );
		}

		// Handle JSONP Parameter Callbacks
		if ( s.dataType === "jsonp" ) {
			if ( type === "GET" ) {
				if ( !jsre.test( s.url ) ) {
					s.url += (rquery.test( s.url ) ? "&" : "?") + (s.jsonp || "callback") + "=?";
				}
			} else if ( !s.data || !jsre.test(s.data) ) {
				s.data = (s.data ? s.data + "&" : "") + (s.jsonp || "callback") + "=?";
			}
			s.dataType = "json";
		}

		// Build temporary JSONP function
		if ( s.dataType === "json" && (s.data && jsre.test(s.data) || jsre.test(s.url)) ) {
			jsonp = s.jsonpCallback || ("jsonp" + jsc++);

			// Replace the =? sequence both in the query string and the data
			if ( s.data ) {
				s.data = (s.data + "").replace(jsre, "=" + jsonp + "$1");
			}

			s.url = s.url.replace(jsre, "=" + jsonp + "$1");

			// We need to make sure
			// that a JSONP style response is executed properly
			s.dataType = "script";

			// Handle JSONP-style loading
			window[ jsonp ] = window[ jsonp ] || function( tmp ) {
				data = tmp;
				success();
				complete();
				// Garbage collect
				window[ jsonp ] = undefined;

				try {
					delete window[ jsonp ];
				} catch(e) {}

				if ( head ) {
					head.removeChild( script );
				}
			};
		}

		if ( s.dataType === "script" && s.cache === null ) {
			s.cache = false;
		}

		if ( s.cache === false && type === "GET" ) {
			var ts = now();

			// try replacing _= if it is there
			var ret = s.url.replace(rts, "$1_=" + ts + "$2");

			// if nothing was replaced, add timestamp to the end
			s.url = ret + ((ret === s.url) ? (rquery.test(s.url) ? "&" : "?") + "_=" + ts : "");
		}

		// If data is available, append data to url for get requests
		if ( s.data && type === "GET" ) {
			s.url += (rquery.test(s.url) ? "&" : "?") + s.data;
		}

		// Watch for a new set of requests
		if ( s.global && ! jQuery.active++ ) {
			jQuery.event.trigger( "ajaxStart" );
		}

		// Matches an absolute URL, and saves the domain
		var parts = rurl.exec( s.url ),
			remote = parts && (parts[1] && parts[1] !== location.protocol || parts[2] !== location.host);

		// If we're requesting a remote document
		// and trying to load JSON or Script with a GET
		if ( s.dataType === "script" && type === "GET" && remote ) {
			var head = document.getElementsByTagName("head")[0] || document.documentElement;
			var script = document.createElement("script");
			script.src = s.url;
			if ( s.scriptCharset ) {
				script.charset = s.scriptCharset;
			}

			// Handle Script loading
			if ( !jsonp ) {
				var done = false;

				// Attach handlers for all browsers
				script.onload = script.onreadystatechange = function() {
					if ( !done && (!this.readyState ||
							this.readyState === "loaded" || this.readyState === "complete") ) {
						done = true;
						success();
						complete();

						// Handle memory leak in IE
						script.onload = script.onreadystatechange = null;
						if ( head && script.parentNode ) {
							head.removeChild( script );
						}
					}
				};
			}

			// Use insertBefore instead of appendChild  to circumvent an IE6 bug.
			// This arises when a base node is used (#2709 and #4378).
			head.insertBefore( script, head.firstChild );

			// We handle everything using the script element injection
			return undefined;
		}

		var requestDone = false;

		// Create the request object
		var xhr = s.xhr();

		if ( !xhr ) {
			return;
		}

		// Open the socket
		// Passing null username, generates a login popup on Opera (#2865)
		if ( s.username ) {
			xhr.open(type, s.url, s.async, s.username, s.password);
		} else {
			xhr.open(type, s.url, s.async);
		}

		// Need an extra try/catch for cross domain requests in Firefox 3
		try {
			// Set the correct header, if data is being sent
			if ( s.data || origSettings && origSettings.contentType ) {
				xhr.setRequestHeader("Content-Type", s.contentType);
			}

			// Set the If-Modified-Since and/or If-None-Match header, if in ifModified mode.
			if ( s.ifModified ) {
				if ( jQuery.lastModified[s.url] ) {
					xhr.setRequestHeader("If-Modified-Since", jQuery.lastModified[s.url]);
				}

				if ( jQuery.etag[s.url] ) {
					xhr.setRequestHeader("If-None-Match", jQuery.etag[s.url]);
				}
			}

			// Set header so the called script knows that it's an XMLHttpRequest
			// Only send the header if it's not a remote XHR
			if ( !remote ) {
				xhr.setRequestHeader("X-Requested-With", "XMLHttpRequest");
			}

			// Set the Accepts header for the server, depending on the dataType
			xhr.setRequestHeader("Accept", s.dataType && s.accepts[ s.dataType ] ?
				s.accepts[ s.dataType ] + ", */*" :
				s.accepts._default );
		} catch(e) {}

		// Allow custom headers/mimetypes and early abort
		if ( s.beforeSend && s.beforeSend.call(callbackContext, xhr, s) === false ) {
			// Handle the global AJAX counter
			if ( s.global && ! --jQuery.active ) {
				jQuery.event.trigger( "ajaxStop" );
			}

			// close opended socket
			xhr.abort();
			return false;
		}

		if ( s.global ) {
			trigger("ajaxSend", [xhr, s]);
		}

		// Wait for a response to come back
		var onreadystatechange = xhr.onreadystatechange = function( isTimeout ) {
			// The request was aborted
			if ( !xhr || xhr.readyState === 0 || isTimeout === "abort" ) {
				// Opera doesn't call onreadystatechange before this point
				// so we simulate the call
				if ( !requestDone ) {
					complete();
				}

				requestDone = true;
				if ( xhr ) {
					xhr.onreadystatechange = jQuery.noop;
				}

			// The transfer is complete and the data is available, or the request timed out
			} else if ( !requestDone && xhr && (xhr.readyState === 4 || isTimeout === "timeout") ) {
				requestDone = true;
				xhr.onreadystatechange = jQuery.noop;

				status = isTimeout === "timeout" ?
					"timeout" :
					!jQuery.httpSuccess( xhr ) ?
						"error" :
						s.ifModified && jQuery.httpNotModified( xhr, s.url ) ?
							"notmodified" :
							"success";

				var errMsg;

				if ( status === "success" ) {
					// Watch for, and catch, XML document parse errors
					try {
						// process the data (runs the xml through httpData regardless of callback)
						data = jQuery.httpData( xhr, s.dataType, s );
					} catch(err) {
						status = "parsererror";
						errMsg = err;
					}
				}

				// Make sure that the request was successful or notmodified
				if ( status === "success" || status === "notmodified" ) {
					// JSONP handles its own success callback
					if ( !jsonp ) {
						success();
					}
				} else {
					jQuery.handleError(s, xhr, status, errMsg);
				}

				// Fire the complete handlers
				complete();

				if ( isTimeout === "timeout" ) {
					xhr.abort();
				}

				// Stop memory leaks
				if ( s.async ) {
					xhr = null;
				}
			}
		};

		// Override the abort handler, if we can (IE doesn't allow it, but that's OK)
		// Opera doesn't fire onreadystatechange at all on abort
		try {
			var oldAbort = xhr.abort;
			xhr.abort = function() {
				if ( xhr ) {
					oldAbort.call( xhr );
				}

				onreadystatechange( "abort" );
			};
		} catch(e) { }

		// Timeout checker
		if ( s.async && s.timeout > 0 ) {
			setTimeout(function() {
				// Check to see if the request is still happening
				if ( xhr && !requestDone ) {
					onreadystatechange( "timeout" );
				}
			}, s.timeout);
		}

		// Send the data
		try {
			xhr.send( type === "POST" || type === "PUT" || type === "DELETE" ? s.data : null );
		} catch(e) {
			jQuery.handleError(s, xhr, null, e);
			// Fire the complete handlers
			complete();
		}

		// firefox 1.5 doesn't fire statechange for sync requests
		if ( !s.async ) {
			onreadystatechange();
		}

		function success() {
			// If a local callback was specified, fire it and pass it the data
			if ( s.success ) {
				s.success.call( callbackContext, data, status, xhr );
			}

			// Fire the global callback
			if ( s.global ) {
				trigger( "ajaxSuccess", [xhr, s] );
			}
		}

		function complete() {
			// Process result
			if ( s.complete ) {
				s.complete.call( callbackContext, xhr, status);
			}

			// The request was completed
			if ( s.global ) {
				trigger( "ajaxComplete", [xhr, s] );
			}

			// Handle the global AJAX counter
			if ( s.global && ! --jQuery.active ) {
				jQuery.event.trigger( "ajaxStop" );
			}
		}
		
		function trigger(type, args) {
			(s.context ? jQuery(s.context) : jQuery.event).trigger(type, args);
		}

		// return XMLHttpRequest to allow aborting the request etc.
		return xhr;
	},

	handleError: function( s, xhr, status, e ) {
		// If a local callback was specified, fire it
		if ( s.error ) {
			s.error.call( s.context || s, xhr, status, e );
		}

		// Fire the global callback
		if ( s.global ) {
			(s.context ? jQuery(s.context) : jQuery.event).trigger( "ajaxError", [xhr, s, e] );
		}
	},

	// Counter for holding the number of active queries
	active: 0,

	// Determines if an XMLHttpRequest was successful or not
	httpSuccess: function( xhr ) {
		try {
			// IE error sometimes returns 1223 when it should be 204 so treat it as success, see #1450
			return !xhr.status && location.protocol === "file:" ||
				// Opera returns 0 when status is 304
				( xhr.status >= 200 && xhr.status < 300 ) ||
				xhr.status === 304 || xhr.status === 1223 || xhr.status === 0;
		} catch(e) {}

		return false;
	},

	// Determines if an XMLHttpRequest returns NotModified
	httpNotModified: function( xhr, url ) {
		var lastModified = xhr.getResponseHeader("Last-Modified"),
			etag = xhr.getResponseHeader("Etag");

		if ( lastModified ) {
			jQuery.lastModified[url] = lastModified;
		}

		if ( etag ) {
			jQuery.etag[url] = etag;
		}

		// Opera returns 0 when status is 304
		return xhr.status === 304 || xhr.status === 0;
	},

	httpData: function( xhr, type, s ) {
		var ct = xhr.getResponseHeader("content-type") || "",
			xml = type === "xml" || !type && ct.indexOf("xml") >= 0,
			data = xml ? xhr.responseXML : xhr.responseText;

		if ( xml && data.documentElement.nodeName === "parsererror" ) {
			jQuery.error( "parsererror" );
		}

		// Allow a pre-filtering function to sanitize the response
		// s is checked to keep backwards compatibility
		if ( s && s.dataFilter ) {
			data = s.dataFilter( data, type );
		}

		// The filter can actually parse the response
		if ( typeof data === "string" ) {
			// Get the JavaScript object, if JSON is used.
			if ( type === "json" || !type && ct.indexOf("json") >= 0 ) {
				data = jQuery.parseJSON( data );

			// If the type is "script", eval it in global context
			} else if ( type === "script" || !type && ct.indexOf("javascript") >= 0 ) {
				jQuery.globalEval( data );
			}
		}

		return data;
	},

	// Serialize an array of form elements or a set of
	// key/values into a query string
	param: function( a, traditional ) {
		var s = [];
		
		// Set traditional to true for jQuery <= 1.3.2 behavior.
		if ( traditional === undefined ) {
			traditional = jQuery.ajaxSettings.traditional;
		}
		
		// If an array was passed in, assume that it is an array of form elements.
		if ( jQuery.isArray(a) || a.jquery ) {
			// Serialize the form elements
			jQuery.each( a, function() {
				add( this.name, this.value );
			});
			
		} else {
			// If traditional, encode the "old" way (the way 1.3.2 or older
			// did it), otherwise encode params recursively.
			for ( var prefix in a ) {
				buildParams( prefix, a[prefix] );
			}
		}

		// Return the resulting serialization
		return s.join("&").replace(r20, "+");

		function buildParams( prefix, obj ) {
			if ( jQuery.isArray(obj) ) {
				// Serialize array item.
				jQuery.each( obj, function( i, v ) {
					if ( traditional || /\[\]$/.test( prefix ) ) {
						// Treat each array item as a scalar.
						add( prefix, v );
					} else {
						// If array item is non-scalar (array or object), encode its
						// numeric index to resolve deserialization ambiguity issues.
						// Note that rack (as of 1.0.0) can't currently deserialize
						// nested arrays properly, and attempting to do so may cause
						// a server error. Possible fixes are to modify rack's
						// deserialization algorithm or to provide an option or flag
						// to force array serialization to be shallow.
						buildParams( prefix + "[" + ( typeof v === "object" || jQuery.isArray(v) ? i : "" ) + "]", v );
					}
				});
					
			} else if ( !traditional && obj != null && typeof obj === "object" ) {
				// Serialize object item.
				jQuery.each( obj, function( k, v ) {
					buildParams( prefix + "[" + k + "]", v );
				});
					
			} else {
				// Serialize scalar item.
				add( prefix, obj );
			}
		}

		function add( key, value ) {
			// If value is a function, invoke it and return its value
			value = jQuery.isFunction(value) ? value() : value;
			s[ s.length ] = encodeURIComponent(key) + "=" + encodeURIComponent(value);
		}
	}
});
var elemdisplay = {},
	rfxtypes = /toggle|show|hide/,
	rfxnum = /^([+-]=)?([\d+-.]+)(.*)$/,
	timerId,
	fxAttrs = [
		// height animations
		[ "height", "marginTop", "marginBottom", "paddingTop", "paddingBottom" ],
		// width animations
		[ "width", "marginLeft", "marginRight", "paddingLeft", "paddingRight" ],
		// opacity animations
		[ "opacity" ]
	];

jQuery.fn.extend({
	show: function( speed, callback ) {
		if ( speed || speed === 0) {
			return this.animate( genFx("show", 3), speed, callback);

		} else {
			for ( var i = 0, l = this.length; i < l; i++ ) {
				var old = jQuery.data(this[i], "olddisplay");

				this[i].style.display = old || "";

				if ( jQuery.css(this[i], "display") === "none" ) {
					var nodeName = this[i].nodeName, display;

					if ( elemdisplay[ nodeName ] ) {
						display = elemdisplay[ nodeName ];

					} else {
						var elem = jQuery("<" + nodeName + " />").appendTo("body");

						display = elem.css("display");

						if ( display === "none" ) {
							display = "block";
						}

						elem.remove();

						elemdisplay[ nodeName ] = display;
					}

					jQuery.data(this[i], "olddisplay", display);
				}
			}

			// Set the display of the elements in a second loop
			// to avoid the constant reflow
			for ( var j = 0, k = this.length; j < k; j++ ) {
				this[j].style.display = jQuery.data(this[j], "olddisplay") || "";
			}

			return this;
		}
	},

	hide: function( speed, callback ) {
		if ( speed || speed === 0 ) {
			return this.animate( genFx("hide", 3), speed, callback);

		} else {
			for ( var i = 0, l = this.length; i < l; i++ ) {
				var old = jQuery.data(this[i], "olddisplay");
				if ( !old && old !== "none" ) {
					jQuery.data(this[i], "olddisplay", jQuery.css(this[i], "display"));
				}
			}

			// Set the display of the elements in a second loop
			// to avoid the constant reflow
			for ( var j = 0, k = this.length; j < k; j++ ) {
				this[j].style.display = "none";
			}

			return this;
		}
	},

	// Save the old toggle function
	_toggle: jQuery.fn.toggle,

	toggle: function( fn, fn2 ) {
		var bool = typeof fn === "boolean";

		if ( jQuery.isFunction(fn) && jQuery.isFunction(fn2) ) {
			this._toggle.apply( this, arguments );

		} else if ( fn == null || bool ) {
			this.each(function() {
				var state = bool ? fn : jQuery(this).is(":hidden");
				jQuery(this)[ state ? "show" : "hide" ]();
			});

		} else {
			this.animate(genFx("toggle", 3), fn, fn2);
		}

		return this;
	},

	fadeTo: function( speed, to, callback ) {
		return this.filter(":hidden").css("opacity", 0).show().end()
					.animate({opacity: to}, speed, callback);
	},

	animate: function( prop, speed, easing, callback ) {
		var optall = jQuery.speed(speed, easing, callback);

		if ( jQuery.isEmptyObject( prop ) ) {
			return this.each( optall.complete );
		}

		return this[ optall.queue === false ? "each" : "queue" ](function() {
			var opt = jQuery.extend({}, optall), p,
				hidden = this.nodeType === 1 && jQuery(this).is(":hidden"),
				self = this;

			for ( p in prop ) {
				var name = p.replace(rdashAlpha, fcamelCase);

				if ( p !== name ) {
					prop[ name ] = prop[ p ];
					delete prop[ p ];
					p = name;
				}

				if ( prop[p] === "hide" && hidden || prop[p] === "show" && !hidden ) {
					return opt.complete.call(this);
				}

				if ( ( p === "height" || p === "width" ) && this.style ) {
					// Store display property
					opt.display = jQuery.css(this, "display");

					// Make sure that nothing sneaks out
					opt.overflow = this.style.overflow;
				}

				if ( jQuery.isArray( prop[p] ) ) {
					// Create (if needed) and add to specialEasing
					(opt.specialEasing = opt.specialEasing || {})[p] = prop[p][1];
					prop[p] = prop[p][0];
				}
			}

			if ( opt.overflow != null ) {
				this.style.overflow = "hidden";
			}

			opt.curAnim = jQuery.extend({}, prop);

			jQuery.each( prop, function( name, val ) {
				var e = new jQuery.fx( self, opt, name );

				if ( rfxtypes.test(val) ) {
					e[ val === "toggle" ? hidden ? "show" : "hide" : val ]( prop );

				} else {
					var parts = rfxnum.exec(val),
						start = e.cur(true) || 0;

					if ( parts ) {
						var end = parseFloat( parts[2] ),
							unit = parts[3] || "px";

						// We need to compute starting value
						if ( unit !== "px" ) {
							self.style[ name ] = (end || 1) + unit;
							start = ((end || 1) / e.cur(true)) * start;
							self.style[ name ] = start + unit;
						}

						// If a +=/-= token was provided, we're doing a relative animation
						if ( parts[1] ) {
							end = ((parts[1] === "-=" ? -1 : 1) * end) + start;
						}

						e.custom( start, end, unit );

					} else {
						e.custom( start, val, "" );
					}
				}
			});

			// For JS strict compliance
			return true;
		});
	},

	stop: function( clearQueue, gotoEnd ) {
		var timers = jQuery.timers;

		if ( clearQueue ) {
			this.queue([]);
		}

		this.each(function() {
			// go in reverse order so anything added to the queue during the loop is ignored
			for ( var i = timers.length - 1; i >= 0; i-- ) {
				if ( timers[i].elem === this ) {
					if (gotoEnd) {
						// force the next step to be the last
						timers[i](true);
					}

					timers.splice(i, 1);
				}
			}
		});

		// start the next in the queue if the last step wasn't forced
		if ( !gotoEnd ) {
			this.dequeue();
		}

		return this;
	}

});

// Generate shortcuts for custom animations
jQuery.each({
	slideDown: genFx("show", 1),
	slideUp: genFx("hide", 1),
	slideToggle: genFx("toggle", 1),
	fadeIn: { opacity: "show" },
	fadeOut: { opacity: "hide" }
}, function( name, props ) {
	jQuery.fn[ name ] = function( speed, callback ) {
		return this.animate( props, speed, callback );
	};
});

jQuery.extend({
	speed: function( speed, easing, fn ) {
		var opt = speed && typeof speed === "object" ? speed : {
			complete: fn || !fn && easing ||
				jQuery.isFunction( speed ) && speed,
			duration: speed,
			easing: fn && easing || easing && !jQuery.isFunction(easing) && easing
		};

		opt.duration = jQuery.fx.off ? 0 : typeof opt.duration === "number" ? opt.duration :
			jQuery.fx.speeds[opt.duration] || jQuery.fx.speeds._default;

		// Queueing
		opt.old = opt.complete;
		opt.complete = function() {
			if ( opt.queue !== false ) {
				jQuery(this).dequeue();
			}
			if ( jQuery.isFunction( opt.old ) ) {
				opt.old.call( this );
			}
		};

		return opt;
	},

	easing: {
		linear: function( p, n, firstNum, diff ) {
			return firstNum + diff * p;
		},
		swing: function( p, n, firstNum, diff ) {
			return ((-Math.cos(p*Math.PI)/2) + 0.5) * diff + firstNum;
		}
	},

	timers: [],

	fx: function( elem, options, prop ) {
		this.options = options;
		this.elem = elem;
		this.prop = prop;

		if ( !options.orig ) {
			options.orig = {};
		}
	}

});

jQuery.fx.prototype = {
	// Simple function for setting a style value
	update: function() {
		if ( this.options.step ) {
			this.options.step.call( this.elem, this.now, this );
		}

		(jQuery.fx.step[this.prop] || jQuery.fx.step._default)( this );

		// Set display property to block for height/width animations
		if ( ( this.prop === "height" || this.prop === "width" ) && this.elem.style ) {
			this.elem.style.display = "block";
		}
	},

	// Get the current size
	cur: function( force ) {
		if ( this.elem[this.prop] != null && (!this.elem.style || this.elem.style[this.prop] == null) ) {
			return this.elem[ this.prop ];
		}

		var r = parseFloat(jQuery.css(this.elem, this.prop, force));
		return r && r > -10000 ? r : parseFloat(jQuery.curCSS(this.elem, this.prop)) || 0;
	},

	// Start an animation from one number to another
	custom: function( from, to, unit ) {
		this.startTime = now();
		this.start = from;
		this.end = to;
		this.unit = unit || this.unit || "px";
		this.now = this.start;
		this.pos = this.state = 0;

		var self = this;
		function t( gotoEnd ) {
			return self.step(gotoEnd);
		}

		t.elem = this.elem;

		if ( t() && jQuery.timers.push(t) && !timerId ) {
			timerId = setInterval(jQuery.fx.tick, 13);
		}
	},

	// Simple 'show' function
	show: function() {
		// Remember where we started, so that we can go back to it later
		this.options.orig[this.prop] = jQuery.style( this.elem, this.prop );
		this.options.show = true;

		// Begin the animation
		// Make sure that we start at a small width/height to avoid any
		// flash of content
		this.custom(this.prop === "width" || this.prop === "height" ? 1 : 0, this.cur());

		// Start by showing the element
		jQuery( this.elem ).show();
	},

	// Simple 'hide' function
	hide: function() {
		// Remember where we started, so that we can go back to it later
		this.options.orig[this.prop] = jQuery.style( this.elem, this.prop );
		this.options.hide = true;

		// Begin the animation
		this.custom(this.cur(), 0);
	},

	// Each step of an animation
	step: function( gotoEnd ) {
		var t = now(), done = true;

		if ( gotoEnd || t >= this.options.duration + this.startTime ) {
			this.now = this.end;
			this.pos = this.state = 1;
			this.update();

			this.options.curAnim[ this.prop ] = true;

			for ( var i in this.options.curAnim ) {
				if ( this.options.curAnim[i] !== true ) {
					done = false;
				}
			}

			if ( done ) {
				if ( this.options.display != null ) {
					// Reset the overflow
					this.elem.style.overflow = this.options.overflow;

					// Reset the display
					var old = jQuery.data(this.elem, "olddisplay");
					this.elem.style.display = old ? old : this.options.display;

					if ( jQuery.css(this.elem, "display") === "none" ) {
						this.elem.style.display = "block";
					}
				}

				// Hide the element if the "hide" operation was done
				if ( this.options.hide ) {
					jQuery(this.elem).hide();
				}

				// Reset the properties, if the item has been hidden or shown
				if ( this.options.hide || this.options.show ) {
					for ( var p in this.options.curAnim ) {
						jQuery.style(this.elem, p, this.options.orig[p]);
					}
				}

				// Execute the complete function
				this.options.complete.call( this.elem );
			}

			return false;

		} else {
			var n = t - this.startTime;
			this.state = n / this.options.duration;

			// Perform the easing function, defaults to swing
			var specialEasing = this.options.specialEasing && this.options.specialEasing[this.prop];
			var defaultEasing = this.options.easing || (jQuery.easing.swing ? "swing" : "linear");
			this.pos = jQuery.easing[specialEasing || defaultEasing](this.state, n, 0, 1, this.options.duration);
			this.now = this.start + ((this.end - this.start) * this.pos);

			// Perform the next step of the animation
			this.update();
		}

		return true;
	}
};

jQuery.extend( jQuery.fx, {
	tick: function() {
		var timers = jQuery.timers;

		for ( var i = 0; i < timers.length; i++ ) {
			if ( !timers[i]() ) {
				timers.splice(i--, 1);
			}
		}

		if ( !timers.length ) {
			jQuery.fx.stop();
		}
	},
		
	stop: function() {
		clearInterval( timerId );
		timerId = null;
	},
	
	speeds: {
		slow: 600,
 		fast: 200,
 		// Default speed
 		_default: 400
	},

	step: {
		opacity: function( fx ) {
			jQuery.style(fx.elem, "opacity", fx.now);
		},

		_default: function( fx ) {
			if ( fx.elem.style && fx.elem.style[ fx.prop ] != null ) {
				fx.elem.style[ fx.prop ] = (fx.prop === "width" || fx.prop === "height" ? Math.max(0, fx.now) : fx.now) + fx.unit;
			} else {
				fx.elem[ fx.prop ] = fx.now;
			}
		}
	}
});

if ( jQuery.expr && jQuery.expr.filters ) {
	jQuery.expr.filters.animated = function( elem ) {
		return jQuery.grep(jQuery.timers, function( fn ) {
			return elem === fn.elem;
		}).length;
	};
}

function genFx( type, num ) {
	var obj = {};

	jQuery.each( fxAttrs.concat.apply([], fxAttrs.slice(0,num)), function() {
		obj[ this ] = type;
	});

	return obj;
}
if ( "getBoundingClientRect" in document.documentElement ) {
	jQuery.fn.offset = function( options ) {
		var elem = this[0];

		if ( options ) { 
			return this.each(function( i ) {
				jQuery.offset.setOffset( this, options, i );
			});
		}

		if ( !elem || !elem.ownerDocument ) {
			return null;
		}

		if ( elem === elem.ownerDocument.body ) {
			return jQuery.offset.bodyOffset( elem );
		}

		var box = elem.getBoundingClientRect(), doc = elem.ownerDocument, body = doc.body, docElem = doc.documentElement,
			clientTop = docElem.clientTop || body.clientTop || 0, clientLeft = docElem.clientLeft || body.clientLeft || 0,
			top  = box.top  + (self.pageYOffset || jQuery.support.boxModel && docElem.scrollTop  || body.scrollTop ) - clientTop,
			left = box.left + (self.pageXOffset || jQuery.support.boxModel && docElem.scrollLeft || body.scrollLeft) - clientLeft;

		return { top: top, left: left };
	};

} else {
	jQuery.fn.offset = function( options ) {
		var elem = this[0];

		if ( options ) { 
			return this.each(function( i ) {
				jQuery.offset.setOffset( this, options, i );
			});
		}

		if ( !elem || !elem.ownerDocument ) {
			return null;
		}

		if ( elem === elem.ownerDocument.body ) {
			return jQuery.offset.bodyOffset( elem );
		}

		jQuery.offset.initialize();

		var offsetParent = elem.offsetParent, prevOffsetParent = elem,
			doc = elem.ownerDocument, computedStyle, docElem = doc.documentElement,
			body = doc.body, defaultView = doc.defaultView,
			prevComputedStyle = defaultView ? defaultView.getComputedStyle( elem, null ) : elem.currentStyle,
			top = elem.offsetTop, left = elem.offsetLeft;

		while ( (elem = elem.parentNode) && elem !== body && elem !== docElem ) {
			if ( jQuery.offset.supportsFixedPosition && prevComputedStyle.position === "fixed" ) {
				break;
			}

			computedStyle = defaultView ? defaultView.getComputedStyle(elem, null) : elem.currentStyle;
			top  -= elem.scrollTop;
			left -= elem.scrollLeft;

			if ( elem === offsetParent ) {
				top  += elem.offsetTop;
				left += elem.offsetLeft;

				if ( jQuery.offset.doesNotAddBorder && !(jQuery.offset.doesAddBorderForTableAndCells && /^t(able|d|h)$/i.test(elem.nodeName)) ) {
					top  += parseFloat( computedStyle.borderTopWidth  ) || 0;
					left += parseFloat( computedStyle.borderLeftWidth ) || 0;
				}

				prevOffsetParent = offsetParent, offsetParent = elem.offsetParent;
			}

			if ( jQuery.offset.subtractsBorderForOverflowNotVisible && computedStyle.overflow !== "visible" ) {
				top  += parseFloat( computedStyle.borderTopWidth  ) || 0;
				left += parseFloat( computedStyle.borderLeftWidth ) || 0;
			}

			prevComputedStyle = computedStyle;
		}

		if ( prevComputedStyle.position === "relative" || prevComputedStyle.position === "static" ) {
			top  += body.offsetTop;
			left += body.offsetLeft;
		}

		if ( jQuery.offset.supportsFixedPosition && prevComputedStyle.position === "fixed" ) {
			top  += Math.max( docElem.scrollTop, body.scrollTop );
			left += Math.max( docElem.scrollLeft, body.scrollLeft );
		}

		return { top: top, left: left };
	};
}

jQuery.offset = {
	initialize: function() {
		var body = document.body, container = document.createElement("div"), innerDiv, checkDiv, table, td, bodyMarginTop = parseFloat( jQuery.curCSS(body, "marginTop", true) ) || 0,
			html = "<div style='position:absolute;top:0;left:0;margin:0;border:5px solid #000;padding:0;width:1px;height:1px;'><div></div></div><table style='position:absolute;top:0;left:0;margin:0;border:5px solid #000;padding:0;width:1px;height:1px;' cellpadding='0' cellspacing='0'><tr><td></td></tr></table>";

		jQuery.extend( container.style, { position: "absolute", top: 0, left: 0, margin: 0, border: 0, width: "1px", height: "1px", visibility: "hidden" } );

		container.innerHTML = html;
		body.insertBefore( container, body.firstChild );
		innerDiv = container.firstChild;
		checkDiv = innerDiv.firstChild;
		td = innerDiv.nextSibling.firstChild.firstChild;

		this.doesNotAddBorder = (checkDiv.offsetTop !== 5);
		this.doesAddBorderForTableAndCells = (td.offsetTop === 5);

		checkDiv.style.position = "fixed", checkDiv.style.top = "20px";
		// safari subtracts parent border width here which is 5px
		this.supportsFixedPosition = (checkDiv.offsetTop === 20 || checkDiv.offsetTop === 15);
		checkDiv.style.position = checkDiv.style.top = "";

		innerDiv.style.overflow = "hidden", innerDiv.style.position = "relative";
		this.subtractsBorderForOverflowNotVisible = (checkDiv.offsetTop === -5);

		this.doesNotIncludeMarginInBodyOffset = (body.offsetTop !== bodyMarginTop);

		body.removeChild( container );
		body = container = innerDiv = checkDiv = table = td = null;
		jQuery.offset.initialize = jQuery.noop;
	},

	bodyOffset: function( body ) {
		var top = body.offsetTop, left = body.offsetLeft;

		jQuery.offset.initialize();

		if ( jQuery.offset.doesNotIncludeMarginInBodyOffset ) {
			top  += parseFloat( jQuery.curCSS(body, "marginTop",  true) ) || 0;
			left += parseFloat( jQuery.curCSS(body, "marginLeft", true) ) || 0;
		}

		return { top: top, left: left };
	},
	
	setOffset: function( elem, options, i ) {
		// set position first, in-case top/left are set even on static elem
		if ( /static/.test( jQuery.curCSS( elem, "position" ) ) ) {
			elem.style.position = "relative";
		}
		var curElem   = jQuery( elem ),
			curOffset = curElem.offset(),
			curTop    = parseInt( jQuery.curCSS( elem, "top",  true ), 10 ) || 0,
			curLeft   = parseInt( jQuery.curCSS( elem, "left", true ), 10 ) || 0;

		if ( jQuery.isFunction( options ) ) {
			options = options.call( elem, i, curOffset );
		}

		var props = {
			top:  (options.top  - curOffset.top)  + curTop,
			left: (options.left - curOffset.left) + curLeft
		};
		
		if ( "using" in options ) {
			options.using.call( elem, props );
		} else {
			curElem.css( props );
		}
	}
};


jQuery.fn.extend({
	position: function() {
		if ( !this[0] ) {
			return null;
		}

		var elem = this[0],

		// Get *real* offsetParent
		offsetParent = this.offsetParent(),

		// Get correct offsets
		offset       = this.offset(),
		parentOffset = /^body|html$/i.test(offsetParent[0].nodeName) ? { top: 0, left: 0 } : offsetParent.offset();

		// Subtract element margins
		// note: when an element has margin: auto the offsetLeft and marginLeft
		// are the same in Safari causing offset.left to incorrectly be 0
		offset.top  -= parseFloat( jQuery.curCSS(elem, "marginTop",  true) ) || 0;
		offset.left -= parseFloat( jQuery.curCSS(elem, "marginLeft", true) ) || 0;

		// Add offsetParent borders
		parentOffset.top  += parseFloat( jQuery.curCSS(offsetParent[0], "borderTopWidth",  true) ) || 0;
		parentOffset.left += parseFloat( jQuery.curCSS(offsetParent[0], "borderLeftWidth", true) ) || 0;

		// Subtract the two offsets
		return {
			top:  offset.top  - parentOffset.top,
			left: offset.left - parentOffset.left
		};
	},

	offsetParent: function() {
		return this.map(function() {
			var offsetParent = this.offsetParent || document.body;
			while ( offsetParent && (!/^body|html$/i.test(offsetParent.nodeName) && jQuery.css(offsetParent, "position") === "static") ) {
				offsetParent = offsetParent.offsetParent;
			}
			return offsetParent;
		});
	}
});


// Create scrollLeft and scrollTop methods
jQuery.each( ["Left", "Top"], function( i, name ) {
	var method = "scroll" + name;

	jQuery.fn[ method ] = function(val) {
		var elem = this[0], win;
		
		if ( !elem ) {
			return null;
		}

		if ( val !== undefined ) {
			// Set the scroll offset
			return this.each(function() {
				win = getWindow( this );

				if ( win ) {
					win.scrollTo(
						!i ? val : jQuery(win).scrollLeft(),
						 i ? val : jQuery(win).scrollTop()
					);

				} else {
					this[ method ] = val;
				}
			});
		} else {
			win = getWindow( elem );

			// Return the scroll offset
			return win ? ("pageXOffset" in win) ? win[ i ? "pageYOffset" : "pageXOffset" ] :
				jQuery.support.boxModel && win.document.documentElement[ method ] ||
					win.document.body[ method ] :
				elem[ method ];
		}
	};
});

function getWindow( elem ) {
	return ("scrollTo" in elem && elem.document) ?
		elem :
		elem.nodeType === 9 ?
			elem.defaultView || elem.parentWindow :
			false;
}
// Create innerHeight, innerWidth, outerHeight and outerWidth methods
jQuery.each([ "Height", "Width" ], function( i, name ) {

	var type = name.toLowerCase();

	// innerHeight and innerWidth
	jQuery.fn["inner" + name] = function() {
		return this[0] ?
			jQuery.css( this[0], type, false, "padding" ) :
			null;
	};

	// outerHeight and outerWidth
	jQuery.fn["outer" + name] = function( margin ) {
		return this[0] ?
			jQuery.css( this[0], type, false, margin ? "margin" : "border" ) :
			null;
	};

	jQuery.fn[ type ] = function( size ) {
		// Get window width or height
		var elem = this[0];
		if ( !elem ) {
			return size == null ? null : this;
		}
		
		if ( jQuery.isFunction( size ) ) {
			return this.each(function( i ) {
				var self = jQuery( this );
				self[ type ]( size.call( this, i, self[ type ]() ) );
			});
		}

		return ("scrollTo" in elem && elem.document) ? // does it walk and quack like a window?
			// Everyone else use document.documentElement or document.body depending on Quirks vs Standards mode
			elem.document.compatMode === "CSS1Compat" && elem.document.documentElement[ "client" + name ] ||
			elem.document.body[ "client" + name ] :

			// Get document width or height
			(elem.nodeType === 9) ? // is it a document
				// Either scroll[Width/Height] or offset[Width/Height], whichever is greater
				Math.max(
					elem.documentElement["client" + name],
					elem.body["scroll" + name], elem.documentElement["scroll" + name],
					elem.body["offset" + name], elem.documentElement["offset" + name]
				) :

				// Get or set width or height on the element
				size === undefined ?
					// Get width or height on the element
					jQuery.css( elem, type ) :

					// Set the width or height on the element (default to pixels if value is unitless)
					this.css( type, typeof size === "string" ? size : size + "px" );
	};

});
// Expose jQuery to the global object
window.jQuery = window.$ = jQuery;

})(window);
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Theories of addiction: 
Causes and 


4 maintenance of 
addiction 


Overview: Theories of addiction 


In attempting to explain why people become dependent on drugs, a 
variety of different approaches have been taken. What follows is a 
summary of three different areas of explanation. The first concen- 
trates on the neurobiological effects of drugs, and explains drug 
dependence in biological terms. The second approach is psycho- 
logical, with explanations concentrating on behavioural models and 
individual differences. The final approach is sociocultural, with 
explanations concentrating on the cultural and environmental factors 
that make drug dependence more likely. As will become clear, there 
are a variety of approaches to the question of why people become 
dependent on drugs. These are not mutually exclusive. 


Neuroscientific theories 


Neuroscientific theories require an understanding of the effects of 
drugs on the brain, and Box 4.1 outlines the actions of each of the 
major drug classes. Different drugs clearly have different primary 
actions on the brain, but two major pathways - the dopamine reward 
system and the endogenous opioid system - have been implicated as 
common to most drugs (Koob & LeMoal, 1997; Nutt, 1997). 
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Box 4.1 Molecular and cellular effects of drug action 
 
Alcohol 
Alcohol has several primary targets of action, and identifying the mechanisms of action has 
proved to be a difficult task.  Acute administration of alcohol leads to increases in inhibitory 
transmission at gamma-amino-butyric acid (GABA-A) channels, increased serotonin (5HT-3) 
function, dopamine release and transmission at opiate receptors, and a reduction of excitatory 
transmission at the NMDA subtype of the glutamate receptor (Altman et al., 1996; Markou, 
Kosten, & Koch, 1998). 
 
 
Nicotine 
Nicotine is an agonist at the nicotinic receptor – that is, it activates the nicotinic receptor.  
Nicotinic receptor activation results in increased transmission of a number of 
neurotransmitters including acetylcholine, norepinephrine, dopamine, serotonin, glutamate, 
and endorphin (Benowitz, 1998). 
 
 
Cannabis 
The main active ingredient in cannabis is ∆9 –tetrahydrocannabinol (∆9 -THC), which acts as 
an agonist at the cannabinoid receptor in the brain.  This action results in the prevention of 
the uptake of dopamine, serotonin, GABA, and norepinephrine (Comings et al., 1997).  The 
cannabinoid (CB1) receptor is most common in the hippocampus, ganglia, and cerebellum 
(Comings et al., 1997). 
 
 
Opiates 
The brain’s endogenous opioid system constitutes peptide including endorphins and 
enkephalins, which are stored in opiate neurons and released to mediate endogenous opiate 
actions (Altman et al., 1996; Nutt, 1997). 


Opiate drugs act as agonists at three major opiate receptor subtypes; µ (mu), 
δ(delta), and κ (kappa).  The mu receptor appears to be the subtype important for the 
reinforcing effects of opiate drugs (Altman et al., 1996; Di Chiara & North, 1992).  Mu 
receptors are largely located on cell bodies of dopamine neurons in the ventral tegmental 
area (VTA), the origin of the mesolimbic dopamine system; and on neurons in the basal 
forebrain, particularly the nucleus accumbens (Altman et al., 1996; Di Chiara & North, 1992).  
Delta opiate receptors may be important for the potentiation of the control of reinforcers over 
behaviour (Altman et al., 1996). There is some evidence that kappa opiate receptors are 
involved in the aversive effects associated with withdrawal symptoms of opiates (Altman et 
al., 1996). 
 
 
Psychomotor Stimulants 
 
Cocaine 
Cocaine binds to dopamine, noradrenaline, and serotonin transporters (Altman et al., 1996), 
but it is thought that cocaine’s blockage of dopamine re-uptake is the most important element 
mediating its reinforcing and psychomotor stimulant effects.  This has been supported by 
recent evidence showing that dopamine D1-like receptors may play an important role in the 
euphoric and stimulating effects of cocaine.  A D1 antagonist significantly attenuated the 
euphoric and stimulating effects of cocaine, and reduced the desire to take cocaine, among 
cocaine-dependent persons (Romach et al., 1999). 
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Box 4.1 Continued 


etamine 
etamine acts to increase monoamine release, as well as to increase release of 
ine, with secondary effects occurring in the inhibition of dopamine re-uptake and 


olism (Altman et al., 1996; Stahl, 1996).  Similarly to cocaine, the enhanced release 
hibited re-uptake of dopamine is thought to be most important for amphetamine’s 
cing effects (Altman et al., 1996). 


diazepines 
diazepines act by binding with sites on the GABA-A/benzodiazepine receptor (Altman 


 1996).  This results in an increase in chloride conductance through chloride channels, 
nhancing inhibitory transmission.  Increased dopamine transmission has been found in 
A following acute benzodiazepine administration (Altman et al., 1996), but decreased 
ine levels occur in the nucleus accumbens.  







Dopamine reward system 


The mesolimbic-fronto cortical dopamine system (containing the 
mesolimbic and mesocortical dopamine systems) is regarded as a 
critical pathway in brain reward (Nutt, 1997; Wise, 1996). Dopamine 
has been implicated in the reinforcing effects of alcohol, with alcohol 
use resulting in the direct stimulation of dopamine and also an 
indirect increase in dopamine levels (Altman et al., 1996). It is also 
thought that the behavioural rewards of nicotine, and perhaps the 
basis of nicotine dependence, are also linked to the release of dopa- 
mine in the mesolimbic pathway (Benowitz, 1998; Markou et al., 
1998). Following administration of nicotine, increased dopamine is 
released in rats, and lesions in the mesolimbic dopamine pathway 
lead to reduced self-administration of nicotine (Altman et al., 1996). 


Cannabis was long considered an ”atypical” drug, in that it did 
not interact with the brain’s reward system. However, research has 
revealed that the active component of cannabis, A’-tetrahydrocanna- 
binol (A9-THC), produces enhancement of brain-stimulation reward 
in rats, at doses within the range of human use (Gardner, 1992). 
Studies have also revealed cannabinoid receptors in areas associated 
with brain reward, and that A9-THC increases dopamine levels 
(Adams & Martin, 1996; Gardner, 1992). This suggests that cannabis 
does in fact interact with the dopaminergic system. Cocaine’s effects 
have also been related to an increase in dopamine function (Bergman, 
Kamien, & Spealman, 1990; Caine & Koob, 1994; Spealman, 1990; 
Spealman, Bargman, Madras, & Melia, 1991). 
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Endogenous opioid system 


There is evidence that the brain's endogenous opioid system may 
play an important role in drug use and misuse. Exogenous opiates 
such as heroin, morphine, and codeine act as opiate receptor agonists, 
and readily cause tolerance and dependence. Adaptation of opiate 
receptors occurs quite readily after chronic opiate use, as is seen in 
the need to use larger amounts to achieve pain relief or euphoria. 
Further, the opiate antagonist naloxone will quickly induce with- 
drawal symptoms if administered. 


Research is increasingly suggesting that the opioid system may be 
involved in the rewarding effects of other psychoactive substances. 
One form of therapy for alcohol dependence is the use of the opiate 
antagonist naltrexone, which has been shown to block the reinforcing 
properties of alcohol, suggesting that the endogenous opioid system 
may play an important role in the rewarding effects of alcohol. 
Recent research suggests that long-term tobacco-smoking may cause 
changes in the responsivity of the endogenous opioid system, which 
leads to an increased likelihood of developing nicotine dependence 
(Krishnan-Sarin, Rosen, & O'Malley, 1999). Research has also found 
that doses of naloxone reverse the enhancement of brain reward 
caused by the active component of cannabis, A9-THC (Gardner, 
1992). 


The dopaminergic and opioid systems have been characterized by 
some theorists as playing two  different functions (Di Chiara & North, 
1992). The dopaminergic pathway is associated with the incentive, 
preparatory aspects of reward, which are experienced as thrill, 
urgency, or craving. In contrast, the opioid system is associated with 
the satiation and consummatory aspects of reward, such as rest, 
blissfulness, and sedation (Di Chiara & North, 1992). 


Biological factors 


One area of research has concentrated on exploring biological 
characteristics that underlie drug dependence. These can be grouped 
into two  kinds of explanations; one which examines individual 
differences in liability to drug dependence because of genetic 
characteristics, and one which accounts for drug dependence in terms 
of changes that occur in the brain due to chronic drug administration. 
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Genetic factors 


One hypothesis concerning drug dependence is that people may 
inherit an increased likelihood (vulnerability) of developing depen- 
dence on substances. The question of whether or not such vulner- 
ability exists has been examined in the form of numerous family 
studies, adoption studies, and twin studies. 


Family studies of alcohol use disorders suggest that such disorders 
do cluster in families (Kendler, Davis, & Kessler, 1997; Merikangas, 
1990; Merikangas et al., 1998). In a recent study, over one-third (36%) 
of the relatives of persons with an alcohol use disorder were also 
diagnosed with an alcohol use disorder (abuse or dependence), com- 
pared to 15%  of the relatives of controls (Merikangas et al., 1998). This 
relationship was stronger in a study that examined the rate of alcohol 
dependence  among siblings: among subjects identified with alcohol 
dependence, 50% of male siblings met criteria for alcohol depen- 
dence, compared to 20% of controls’ male siblings; the respective 
rates for female siblings were 24% and 6 % (Bierut et al., 1998). 
Clearly, alcohol use disorder is likely to occur in more than one 
family member. 


Similar aggregation has been found for other drug use disorders 
(Bierut et al., 1998; Merikangas et al., 1998). Among persons whose 
predominant problematic drug was cannabis, 13% of relatives also 
had a cannabis use disorder, compared to 2.4% of controls’ relatives. 
The comparative rates for opiates were 10% vs. 0.4% and, for cocaine, 
7.5% vs. 0.8% (Merikangas et al., 1998). 


While these studies suggest that substance use disorders cluster 
within families, family studies do not allow us to separate the effects 
of genetic and environmental influences. The clustering may occur 
simply because the siblings share the same environment rather than 
any underlying genetic cause. The separate contribution of genes and 
environment can be teased apart in studies of adopted children and 
of monozygotic and dizygotic twins. 


Adoption studies examine rates of disorder among adoptees, 
given their biological and adoptive parents’ disorder status. This 
allows evaluation of the effects of genetic (biological parents’ status) 
and environmental (adoptive parents‘ status) effects on vulnerability 
to substance use disorders. Research suggests that there is a signi- 
ficant genetic factor that influences adoptees’ vulnerability to alcohol 
use disorders (Bohman, Sigvardsson, & Cloninger, 1981; Cloninger, 
Bohman, & Sigvardsson, 1981; Goodwin, Schulsinger, Hermansen, 
Guze, & Winokur, 1973; Heath, 1995). 
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Researchers have attempted to develop models of vulnerability to 
substance use disorders, in which vulnerability is the product of 
genetic and/or environmental factors. Research with twins suggests 
that there is a significant genetic component (heritability) that 
increases the likelihood of dependence on a range of substances. 
For example, twin studies have produced estimates of the heritability 
of alcohol dependence ranging from 39 to 60% of the total variance 
(Heath, 1995; Kendler et al., 1997; Kendler, Heath, Neale, Kessler, & 
Eaves, 1992; Kendler, Neale, Heath, Kessler, & Eaves, 1994; Prescott & 
Kendler, 1999; Prescott, Neale, Corey, & Kendler, 1997; True et al., 
1999). Similarly, the heritability of smoking persistence has been 
estimated at 53% (Heath & Martin, 1993), and that for nicotine 
dependence between 60 and 70% (Kendler et al., 1999a; True et al., 
1999). Research examining dependence on other drugs has revealed 
significant heritability estimates for cannabis dependence (Kendler & 
Prescott, 1998b; Tsuang et al., 1998) and dependence on heroin, 
sedatives, and stimulants (Kendler & Prescott, 1998b; Tsuang et al., 
1996, 1998). 


These findings suggest a further issue: Do persons have a 
vulnerability towards one specific drug, or is there a more general 
vulnerability to a class of drugs or, indeed, to any psychoactive 
substance? In one discussion of this question, researchers concluded: 
”There is no definitive evidence indicating that individuals who 
habitually and preferentially use one substance are fundamentally 
different from those who use another” (Tarter & Mezzich, 1992). A 
recent study found that among the relatives of persons with 
substance use disorders, rates of all substance use disorders were 
higher than those among the relatives of controls (Merikangas et al., 
1998). 


Other recent research involving male twins has also examined the 
issue of a common genetic vulnerability to substance misuse (True et 
al., 1999; Tsuang et al., 1998). One of these studies examined the 
genetic and environmental contributions to illicit substance abuse 
and dependence (cannabis, stimulants, sedatives, opiates, and 
psychedelics) (Tsuang et al., 1998). It found that there was a sig- 
nificant common genetic component (16% of the variance for heroin, 
22% for cannabis, stimulants, sedatives, and 26% for psychedelics). 
Around one-third of the variance in this common vulnerability was 
caused by genetic effects. A similar analysis of alcohol and nicotine 
dependence (True et al., 1999) suggested that there was a significant 
common genetic vulnerability (r  = 0.68) to both nicotine and alcohol 
dependence among male twins, with 26% of the total variance in the 
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risk for alcohol dependence shared with genetic risk of nicotine 
dependence. 


Genetic characteristics 
The exact nature of these genetic vulnerabilities has been the subject 
of increasing research. Thus far, no single candidate genes have been 
discovered that are directly related to drug abuse (Altman et al., 
1996); it is likely that these influences may involve multiple genes or 
incomplete expression of several major genes (Kendler, 1999; 
Schuckit, 1999). For example, there is recent evidence to suggest a 
relationship between tobacco-smoking and genes involved in dopa- 
mine regulation (Lerman et al., 1999; Pomerleau & Kardia, 1999; Sabol 
et al., 1999). Research examining the gene for the brain’s cannabinoid 
system (CNR1) found that variants of the CNRl gene were associated 
with cannabis, cocaine, and heroin dependence (Comings et al., 1997). 


Neuroadaptation 
One theory of drug dependence is based on the concept of neuro- 
adaptation (Koob & LeMoal, 1997). Neuroadaptation refers to 
changes in the brain that occur to oppose a drug’s acute actions 
after repeated drug administration. This may be of two  types: within- 
system adaptations, where the changes occur at the site of the drug’s 
action, and between-system adaptations, which are changes in different 
mechanisms that are triggered by the drug’s action. When drugs are 
repeatedly administered, changes occur in the chemistry of the brain 
to oppose the drug’s effects. When this drug use is discontinued, the 
adaptations are no longer opposed; the brain’s homeostasis is 
disrupted (Koob & LeMoal, 1997). 


Essentially, this hypothesis argues that tolerance to the effects of a 
drug and withdrawal when drug use stops are both the result of 
neuroadaptation (Koob, Caine, Parsons, Markou, & Weiss, 1997). 
Animal models have shown that stressful stimuli activate the 
dopamine reward system, so vulnerability to relapse from abstinence 
is hypothesized to occur. As a result, drug use continues in an 
attempt to avoid the symptoms that follow if drug use stops (Koob & 
LeMoal, 1997). 


While, traditionally, conceptualizations of drug dependence 
focused on physical withdrawal symptoms, more recent formulations 
have begun to concentrate on the presence of more motivational 
symptoms, such as dysphoria, depression, irritability, and anxiety. It 
has been hypothesized that these negative motivational symptoms 
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are manifestations of neurobiological changes, and that these changes 
signal “not only . . . the beginning of the development of dependence, 
but may also contribute to vulnerability to relapse and may also have 
motivational significance” (Koob et al., 1997, p. 53). This approach 
hypothesizes that, after chronic drug use, changes occur in the 
dopamine reward system and the endogenous opioid system. 


Psychological theories 


Psychological approaches to the explanation of drug dependence 
have often been based on concepts that are common to those of other 
syndromes of behaviour involving compulsive or impulsive beha- 
viours, such as obsessive-compulsive disorder or gambling (Miller, 
1980). In particular, emphasis is given to the fact that there is 
impaired control over use and continued use despite usage problems. 
There are a variety of psychological approaches to the explanation of 
drug dependence, including emphasis on learning and conditioning 
(behavioural models), cognitive theories, pre-existing behavioural 
tendencies (personality theories), and models of rational choice. 


Behavioural theories 


Behaviourist models of addiction focus on directly observable behav- 
iour. One group concentrates on the fact that behaviour is maintained 
(or made more likely) by the consequences (reinforcers) of such 
behaviour (West, 1989). Drug self-administration is then an example 
of instrumental behaviour because the activities of persons (or animals 
in an experiment) are instrumental in obtaining the consequences (the 
drug’s effects). 


Research with animal subjects has shown that when drugs are 
available, drug-naive animals will self-administer them, often to 
excess (Institute of Medicine, 1996). This observation has led to the 
development of the drug self-administration model. Drugs might be 
reinforcing in two  general ways: through the direct effects of drugs 
on some sort of reinforcement system in the brain; or through its 
effects on other reinforcers (such as social or sexual reinforcers) or 
behavioural effects (such as increased attention) (Altman et al., 1996). 


Research with animals has shown that they will self-administer 
most drugs (except LSD and A9-THC) in instrumental paradigms 
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(Altman et al., 1996), and this finding has been replicated with many 
species of animal and a variety of routes of administration (Institute 
of Medicine, 1996). 


In using these animal research models, it has been possible to 
control the history of use (learning) and current environmental 
conditions of use (cues). As a result, it has been shown that both of 
these factors are important in the development of persistent use or 
abuse of drugs (Barrett & Witkin, 1986). 


These findings point to another group of behaviourist theories, 
which focus on classical conditioning (Greeley & Westbrook, 1991; 
Heather & Greeley, 1990) and this sort of learning has been found to 
play an important part in the development and maintenance of 
addictive behaviours. Cue exposure theory is based on classical con- 
ditioning theory, and argues that cues are important in the devel- 
opment and maintenance of addictive behaviour (Drummond, 
Tiffany, Glautier, & Remington, 1995; Heather & Greeley, 1990). A 
cue that has previously been present when drugs were administered 
will be more likely to elicit a conditioned response (cue reactivity). 
This is thought to underlie craving, and may explain why someone 
who was dependent on a substance but has been abstinent for some 
time experiences strong cravings (Heather & Greeley, 1990). 


The number of cues that may be associated with addictive 
behaviours is potentially infinite. Exteroceptive cues occur before the 
use of a drug, and may include the smell of an alcoholic drink, the 
sight of a needle, or may even constitute the time of day when drugs 
are typically taken. Interoceptive cues include such things as the 
effects of a drug on the brain's receptors, mood cues such as 
depressed affect (Greeley, Swift, & Heather, 1992), or cognitions such 
as beliefs about drug effects (Drummond et al., 1995). 


The response to these cues may be autonomic, behavioural, or 
symbolic-expressive (Drummond et al., 1995). Autonomic responses 
that have been observed in cue exposure experiments include 
changes in heart rate, temperature, and salivation; symbolic- 
expressive responses that have been observed include self-reported 
drug-craving and urges to use drugs; and behavioural responses 
include an increased likelihood to use drugs. 


Cognitive theories 


There are a number of theories that explain drug dependence in 
terms of cognitive constructs. One theory proposes that self-regulation 
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is an important factor in the development of drug use problems. Self- 
regulation has been described as taking “planful action designed to 
change the course of one’s behaviour” (Miller & Brown, 1991), the 
”executive (i.e. non-automatic) capacity to plan, guide and monitor 
one‘s behaviour flexibly, according to changing circumstances” (Diaz 
& Fruhauf, 1991). Self-regulation involves planning, taking into 
account social and physical factors as well as one’s own goals, and 
acting appropriately. Addictive behaviours are seen as the result of 
having an excessive reliance on external structures - in the case of 
drug dependence, excessive reliance on substance use - to maintain a 
physical and psychological balance. 


Personality theories 
Some theorists argue that certain people are more prone to addiction 
through a so-called “addictive personality”. Hans Eysenck has 
discussed this in terms of a psychological resource model, whereby the 
habit of drug-taking is developed because the drug used fulfils a 
certain purpose that is related to the individual’s personality profile 
(Eysenck, 1997). For such people, drug-taking behaviour - or, more 
specifically, “addiction” - holds benefits even though there are 
negative consequences that occur after some time. 


According to Eysenck, there are three major and independent 
personality dimensions: P (psychoticism), N (neuroticism), and E 
(extraversion) (Eysenck & Eysenck, 1985). The psychoticism dimen- 
sion refers to an underlying propensity to functional psychosis, 
which lies along a continuum from “altruistic” to “schizophrenic” 
(Eysenck, 1997). Some of the characteristic traits of this dimension are 
aggression, coldness, egocentricity, impersonality, and impulsivity. 
The neuroticism dimension refers to a propensity towards emotional 
lability: some of the traits of neuroticism are moodiness, irritability, 
and anxiety. Genetic factors are theorized to play an important role in 
determining these personality dimensions; indeed, studies have 
shown that the major personality dimensions have high heritability 
(Eley & Plomin, 1997; Eysenck, 1997). 


There has been extensive examination of the relationship between 
drug dependence and these personality dimensions. Research 
examining the link between E and drug dependence has revealed 
inconsistent findings; in a review of research on this topic, 10 studies 
found a negative relationship, 2 found a positive correlation, and 12 
found no significant relationship (Francis, 1996). In contrast, there has 
been considerable research suggesting that persons with dependence 
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on a range of substances - alcohol, heroin, benzodiazepines, nicotine 
- have higher than normal N and P scores (Francis, 1996). 


This research suggests that persons who are more moody, irritable, 
and anxious (high N scores), and those who are more impulsive and 
aggressive (high P scores), are also more likely to have substance use 
problems. However, on the basis of correlational studies such as 
those above, it is difficult to make any statements about the nature of 
the relationship between these and substance use problems. It may be 
the case, for example, that persons who develop problematic drug 
use become more irritable, moody, or aggressive as a result of 
changes that occur due to their drug use. Furthermore, research 
examining the genetic contributions to personality suggests that 
dimensions such as N may indicate vulnerability to psychopathology 
in general, not simply a tendency to have an “addictive personality” 
per se. 


Other research, conducted with longitudinal studies of children, 
has examined personality attributes that predict ‘substance use at a 
later stage and has found that, in general, adolescents who are more 
rebellious and have less conventional attitudes are more likely to 
drink, smoke, and use illicit drugs (Institute of Medicine, 1996). 


Rational choice theories 
One group of theories examines the problem of why people volun- 
tarily engage in self-destructive behaviour (Elster & Skog, 1999). One 
of the central elements of drug dependence is the fact that the 
individuals have impaired control over their use of the substance. 
This may manifest itself in continued use despite a wish to reduce or 
stop use of the drug, to use greater amounts of the drug than 
intended, or to use the drug for longer periods than intended 
(American Psychiatric Association, 1994). This difficulty may be 
greater in certain contexts - for example, if an alcohol-dependent 
person has not had a drink for some time and walks past a bar. 


Some would argue that this represents a form of “weakness of 
will”: that addiction is an example of behaving “against one’s own 
better judgement” (Davidson, 1985; Pears, 1984). For such theorists, 
drug-dependent persons have a choice of two options, both of which 
may be evaluated in terms of their future consequences. They realize 
that one option is superior, yet choose the other; for instance, an 
individual may have made the decision to stop drinking and yet 
accept a drink from someone even though the individual knows, at 
that particular time, that he or she should not. 
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As Elster and Skog (1999) point out, the problem with this 
approach is that it is difficult to know whether such a person knew at 
the time of acceptance that choosing the drink was the less preferred 
option. The person may have made this considered decision before 
the party, and regretted accepting the drink after the party, but it is 
difficult to ascertain whether he or she thought so at the time of 
accepting the drink. 


In contrast, some theorists argue that drug-dependent persons do 
make rational choices in their continued use of drugs. The aim of 
these theories is to explain how rational people can become "know- 
ingly trapped in a consumption pattern . . . and . . . once they realise 
that their current lifestyle is actually suboptimal (i.e. not the best 
thing, all things considered), still continue to act the same way" 
(Skog, 1999). 


A number of attempts to explain this paradox have centred on 
people's ability to weigh present and future benefits - in other words, 
their ability to consider the immediate rewards associated with drug 
use, weighed against the longer-term benefits of abstention (Ainslie, 
1992; Becker & Murphy, 1988; Herrnstein & Prelec, 1992). One 
approach has been to argue that people have a limited ability to 
consider future benefits - "cognitive myopia" (Hermstein & Prelec, 
1992); hence, the choice to use drugs at one particular time is rational, 
given the considered options. Two other approaches have argued that 
while people are able to consider a range of future benefits, present 
and future benefits are differentially weighted, with greater weight 
given to the present (Ainslie, 1992; Becker & Murphy, 1988). 


Contextual factors 


There are a number of social and environmental factors that have 
been strongly related to substance use and substance use disorders. 
These are in keeping with the findings of twin studies, which show 
that while there is a strong genetic component to vulnerability to 
drug dependence, there is also a substantial environmental com- 
ponent (Kendler & Gardner, 1998; Kendler, Karkowski, & Prescott, 
1999b; Kendler & Prescott, 1998a). A range of these factors are 
outlined below. 


There is much evidence to suggest that people with antisocial 
behaviour are more likely to have or develop substance use problems. 
Adolescents with conduct disorders are significantly more likely to 
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develop substance use disorders than those without such conduct 
problems (Cicchetti & Rogosch, 1999; Gittelman, Mannuzza, Shenker, 
& Bonagura, 1985). In general, it appears that the earlier, more varied 
and more serious a child’s antisocial behaviour, the more likely will it 
be continued into adulthood, with substance misuse considered as 
one of these antisocial behaviours (Costello, Erkanli, Federman, & 
Angold, 1999; Robins, 1978). Furthermore, children or young people 
with anxiety or depressive symptoms are more likely to begin sub- 
stance use at an earlier age, and to develop substance use problems 
(Cicchetti & Rogosch, 1999; Costello et al., 1999; Henry et al., 1993; 
Loeber, Southamer-Lober, & White, 1999). 


The peer environment also has a large influence on the drug- 
taking behaviour of individuals. Drug use usually begins with peers, 
and peer attitudes to drug use have been shown to be highly 
predictive of adolescent drug use (Fergusson & Horwood, 1997; 
Hoefler et al., 1999; Newcomb, Maddahian, & Bentler, 1986) perhaps 
because those who use drugs are more likely to choose to spend time 
with peers who also use drugs. There is, however, no evidence 
concerning the influence of peers on the development or maintenance 
of drug dependence (Institute of Medicine, 1996). 


Families also have a strong effect on the likelihood that people will 
develop substance use problems (Hawkins, Catalano, & Miller, 1992; 
Lynskey & Hall, 1998a) and this may occur in a number of ways. 
First, modelling of substance use by parents and other family 
members has been shown to affect the chances of the substance use . 
behaviour of adolescents. For example, parents’ drug use has been 
associated with the initiation and frequency of alcohol and cannabis 
use (Hawkins et al., 1992), while older brothers’ drug use and atti- 
tudes towards drug use have been associated with younger brothers’ 
drug use (Brook, Whiteman, Gordon, & Brook, 1988). Second, there is 
evidence that if parents hold permissive attitudes towards the use of 
drugs by their children, their children will be more likely to use drugs 
(Hawkins et al., 1992). Third, the nature of family relationships has an 
effect on the likelihood that adolescents will develop problematic 
drug use. The risk of substance misuse is higher if there is family 
discord, poor or inconsistent behavioural management techniques by 
parents, or low levels of bonding within the family (Hawkins et al., 
1992). 


The sociocultural background of a person will also affect the 
likelihood that he or she will develop substance use problems; for 
example, people who come from lower socioeconomic backgrounds 
are more likely to have problematic use of a range of drugs (Anthony, 
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Warner, & Kessler, 1994; Hall, Johnston, & Donnelly, 1999a). Those 
who have completed fewer years of education, or who have per- 
formed poorly in school, are also much more likely to have prob- 
lematic substance use. Also, people who have grown up in an area in 
which there are high rates of crime, where drugs are readily available, 
and who have associated with delinquent peers, are much more 
likely to have drug misuse problems (Institute of Medicine, 1996). 


Summary 


The neurochemistry of chronic drug use is being more clearly 
described and understood. It appears that key pathways in the brain 
are involved in substance use and dependence, and research has 
revealed that changes in the brain's balance and neurotransmitter 
function occur after chronic drug use. So why do some people 
become dependent on drugs? Genetic factors do appear to play a 
part. Significant genetic components have been found to play a part 
in dependence on many of the most commonly used licit and illicit 
substances, suggesting that some persons are more vulnerable than 
others to developing drug use problems. There is also consistent 
evidence that certain environmental factors will increase the 
likelihood of problematic substance use, such as economic disadvan- 
tage, family conflict, modelling of drug use, or parents' permissive 
attitudes towards drug use, as well as conduct and emotional 
problems at an early age. 


Psychological approaches to the issue of substance dependence 
have attempted to explain some of the behavioural and cognitive 
phenomena thought to underlie problematic substance use. Some 
theories - such as those proposing a personality type more disposed 
to addiction, or those characterizing the "rational" addict - have less 
importance for clinicians. However, learning theories hold consider- 
able importance: they can be empirically tested, and supporting 
evidence suggests that learning plays an important role in the 
development and maintenance of substance use problems. In the 
same way, learning may be used to overcome these problems. 


Clearly, there have been a number of approaches to explain why 
some people become dependent on psychoactive substances. Each 
level of explanation - genetic, psychological, or sociocultural - has 
been supported by empirical research, but these different levels remain 
to be integrated into a more comprehensive model of addiction. 
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Currently, the biopsychosocial model of the causes of addictive 
behaviours forms the basis of most treatment responses to addictions 
(Marlatt & VandenBos, 1997). In contrast to the disease model, the 
biopsychosocial model sees “addiction” as a complex behaviour 
pattern having biological, psychological, sociological, and beha- 
vioural components. These include the subjective experience of 
craving, short-term gratification at the risk of longer-term harm, and 
rapid change in physical and psychological states. Addictive 
behaviour is distinguished from other problem behaviours by the 
individual’s overwhelming, pathological involvement in drug use, 
intense desire to continue using the drugs, and lack of control over 
his or her drug use. This theory provides the principles for the 
treatment responses to addiction outlined in the next sections of this 
book. 
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Forever young 


 22 September 2001  
 From New Scientist Print Edition.  
 David Concar  


THIRTY miles north of San Francisco, on a hillside off highway 101, a cluster of white limestone 
buildings rises against a blue sky. The architect, I. M. Pei, also designed the Louvre pyramid, and 
the $50 million it took to put up the buildings came from the trust of a long-dead philanthropist 
called Beryl Buck. 


It's clean-edged, stylish and, depending on your point of view, either an inspired monument to 
human optimism or the 21st-century equivalent of Canute's seaside throne. Somewhere down one 
of its airy, sanitised corridors, technicians in white coats are feeding mice experimental drugs—not 
to cure them of any disease, but in a bid to slow down the rate at which they grow old and die. 


Fountain-of-youth recipes of the monkey gland and sleep-with-a-virgin variety are as old and as 
disreputable as human gullibility itself. But the mice at the Buck Institute for Age Research can 
count themselves lucky. The compounds in their feeding bowls have impeccable scientific 
credentials. Codenamed EUK-8 and EUK-134, but more generally known as catalytic scavengers, 
they're the products of years of lab work. 


Last September the drugs rocketed to front-page stardom after scientists fed them to nematode 
worms. The worms lived a whopping 50 per cent longer than normal. Better still, no voodoo logic 
was required to explain why. The compounds seemed to work by destroying free radicals, the 
famous oxidising—and potentially ageing—toxins that virtually all cells create as they burn calories. 


But of course people are not big worms—so what are the odds on these scavengers working for 
us? Frustratingly, the Buck Institute's lips are firmly sealed on how its mice are doing. And maybe 
that isn't surprising. For thousands of years we've sought the secret of eternal youth, yet there's 
never been a pill, potion or vitamin capable of unequivocally extending the lifespan of a mammal. If 
Beryl Buck's mice end up living long after they ought to have died, it won't be just another news 
story. It will be the scientific find of the decade. 


It will also firmly cement the belief that a "cure" for human ageing really is just around the corner. 
People's expectations on this front have been steadily growing for years, pumped up by the 
excitement that greets every laboratory invertebrate that defies death for a few weeks and every 
attempt to trace the genetic basis of long life in humans. And it's not just headline writers who've 
been getting dizzyingly optimistic about the prospects for staying young for longer. 


"We now know ageing is neither inevitable nor necessary"—it is malleable, said Tom Kirkwood, 
professor of gerontology at the University of Newcastle, delivering the prestigious Reith Lectures 
for the BBC this year. Sea anemones and freshwater hydra show no signs of ageing. Several 
species of fish and giant tortoise live longer than us. If a reptile with a shell can live for 177 years, 
why shouldn't we? 


Why indeed, says top-flight evolutionary biologist Michael Rose. Just as racehorse owners 
selectively breed animals for extra speed, so Rose has spent much of the past decade selectively 
breeding fruit flies for extra longevity in his lab at the University of California in Los Angeles. He 
now has prize flies that, thanks to their genes, live for 130 days instead of the usual 40. In fact, 
according to Rose, even immortality is achievable—and not just for flies. "I believe there are 
already immortal people," he told a newspaper earlier this year, meaning that there are already 
people around who could potentially live forever if they could avoid accidents and infections. 


The new optimism reaches its high-water mark in the lab of another outspoken "longevity pioneer". 
Steve Austad of the University of Idaho is so convinced that somebody living today will still be alive 
and active come 2150 he's even placed money on it. Austad's descendants will pick up the 
winnings if he is right. It's the sort of stunt that plays well with the greying baby boomers who now 
run the world. "Look at the average age of the people in Congress and at the massive increase in 
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federal funding for this kind of work," says Simon Melov, the Buck Institute scientist who's running 
the mouse longevity experiments. 


Part of that federal funding is even now set to launch the first human trial of a method for slowing 
the ageing process. Later this year, at three separate trial centres, human volunteers will begin 
trying to extend their lifespans, not by popping high-tech pills but by going hungry. The move is 
inspired not by some cranky theory but by the proven knowledge that rats and mice given only 
two-thirds of what they'd normally eat live up to 50 per cent longer. It's an effect scientists have 
known about for 65 years, but the new experiments will be the first serious attempt to see if people 
who burn fewer calories also age more slowly. 


In fact, they'll be more than that. Until now, only specific illnesses such as cancer and heart 
disease have been deemed the proper targets of clinical trials. In splashing out $2.5 million on 
trials that view growing old as a treatable condition, the US government is signalling a change of 
attitude. In their own different ways, Beryl Buck's mice and those volunteering to go hungry in the 
name of longevity are setting a precedent that could widen the scope of medical science forever. 


But can money and science really roll back the tide of human ageing? New Scientist looked behind 
the upbeat talk for the real story. We spoke to a wide range of experts, scoured the scientific 
literature and looked at the small print surrounding the spectacularly long-lived flies, worms and 
mice that have been making headlines in recent years. 


The good news is that scientists clearly are making progress in understanding the molecular 
causes of ageing. The bad news (at least for those hoping for 60-plus years of retirement) is that 
few experts seriously believe that the lifespan increases seen in lab animals mean humans will be 
living even to 120—let alone 200—by the end of the century. 


More worryingly, the scientific credibility that's been lent to claims about slowing down human 
ageing now seems to be doing tangible harm. In recent years, thousands of private doctors, clinics 
and Internet sites have set up shop offering a vast range of "anti-ageing" remedies, from herbal 
extracts and vitamins to powerful pharmaceuticals such as deprenyl and even antidepressants. 
Many trade on the hype surrounding the fly, worm and mouse experiments. And all exploit the 
current climate of optimism to market products of unproven value and safety. "We need to make 
sure that mainstream scientists no longer feed the quackery," says Jay Olshansky, an expert on 
ageing at the University of Chicago. 


Of particular concern to many scientists is the use of human growth hormone as a rejuvenation 
therapy. The body can tolerate only minuscule amounts of this hormone, says Zvi Laron of Tel 
Aviv University, who helped pioneer the treatment of children deficient in the hormone. "We have 
no evidence showing what a safe dose is and what it does in adults." 


What follows is our analysis of some of the half-truths, myths and simplifications about the science 
of ageing that have made us such willing believers. 


Six myths about ageing 


THANKS TO MODERN MEDICINE AND SCIENTIFIC ADVANCES, ADULTS TODAY CAN 
EXPECT TO LIVE INTO THEIR 70S OR 80S WHEREAS OUR ANCESTORS MOSTLY DIED IN 
EARLY MIDDLE AGE 


A surprisingly durable myth, this one. Plenty of people in the 18th and 19th centuries lived a full 
three score years and ten—visit any old graveyard to see the evidence. What has nearly doubled 
in the past century is average life expectancy at birth. In countries like the US and Britain it was 
around 45 years as late as 1900. Now it's nudging towards 80 years—an impressive hike. Yet 
most of that gain came not from making adults live longer but from preventing babies from dying. 


A century ago in the US, for example, around 15 per cent of babies died before their first 
birthday—think how that skews the average lifespan of a population. In truth, there never were any 
great waves of forty-somethings dropping dead, either before or during the Industrial Revolution. 
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We've also overestimated the role of medicine in improving life expectancy. Vaccines and 
antibiotics did have an important part to play. But better hygiene, living conditions and diet did 
most of the work. The number of children dying from TB in Britain, for example, had already 
plummeted from its 19th-century high by the time effective antibiotics became available in the 
1940s. 


GIVEN THE HEALTH IMPROVEMENTS AND LONGEVITY GAINS OF THE 20TH CENTURY, 
PEOPLE COULD SOON LIVE ROUTINELY TO 120 


Not as things stand. The big gains of the past century largely came from adding whole decades of 
life to infants who would otherwise have died—only a small proportion of the longevity leap came 
from tackling major killers of adults such as stroke and heart disease. 


With very few infants and youngsters now dying in developed countries, the easiest source of extra 
human longevity has all but dried up and increases in life expectancy are slowing to a crawl. Even 
if every remaining death before 50 could be prevented in industrialised nations, it would add just 
3.5 years to our life expectancy, says Olshansky. 


Big gains in future can only come from tacking extra years on to the lives of the elderly—and that 
will require extraordinary medical breakthroughs. Longevity enthusiasts say we will soon be living 
to 120, but according to death rate statistics, medical science would have to eliminate every single 
common cause of human death just to reach a life expectancy of 100. 


 


SCIENTISTS CAN MAKE WORMS AND FLIES LIVE MUCH LONGER THAN NORMAL, SO 
SOME SORT OF TREATMENT FOR SLOWING DOWN AGEING IN PEOPLE IS SURELY 
INEVITABLE 


Far from it. Scientists might bill such creatures as "models" for understanding human biology but 
the differences are not exactly negligible. Nematode worms, remember, are sub-millimetre 
creatures built from only around a thousand cells, none of which is destined to divide. What's more, 
as far as anyone can tell, neither they nor their fruit fly lab-mates get diabetes or cancer or 
Alzheimer's disease in old age (and not having any bones, osteoporosis isn't much of a problem 
either). 


So why have they become the mainstays of the science of ageing? Because their short lifespans 
make the experiments so much easier and faster. And this is the big flaw in research into 
longevity—much of it is based on lab creatures that lack it. Fruit flies usually live 40 days, worms 
just 20. Their baseline ability to resist ageing is a thousandfold worse than ours, so it's not 
surprising that it's so easy to boost it by tampering with their genes. 
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In addition, the worm's peculiar biology means that it has a naturally elastic lifespan and a vast 
reserve of hidden resistance to ageing. When food is scarce, nematodes go into a special state of 
hibernation. They stop feeding, developing and moving, and grow a thick protective skin. They also 
age far more slowly, lasting up to 70 days instead of the usual 20. And it's this reserve of hardiness 
that makes the worm's lifespan so easy to double or triple artificially. 


You can make a worm live up to 60 per cent longer by altering any one of a certain family of genes 
known as "clock". But the mutants grow up, breathe, swim, feed and defecate more slowly and are 
far less fertile. "Live slow, die old" seems to be the trade-off these mutants make. Would anyone 
want to live to 120 if it meant going through puberty in their mid-20s and never playing sport? 


What is clear is that "long life" mutations in lab mice—model organisms that at least have 
backbones—are rarer and nowhere near as dramatic as those seen in flies or worms. The mouse 
longevity record is held by a team that altered a gene for a hormone receptor called IGF-1. In mice, 
mutations in this gene boost lifespan by a respectable 80 per cent. In people, on the other hand, 
they lead to diabetes and a shorter lifespan. 


WE COULD DRAMATICALLY EXTEND OUR LIFESPAN SIMPLY BY TAKING PROTECTIVE 
VITAMINS AND IMPROVING THE BODY'S DEFENCES AGAINST HARMFUL FREE RADICALS 


Not wrong—but very optimistic. Our bodies produce free radicals all the time as cells convert 
oxygen and food into chemical energy. Free radicals can damage DNA and cell membranes in 
ways that might lead to ageing. Virtually all organisms have natural antioxidants and enzymes to 
stop this happening. Supplement these with antioxidant vitamins or drugs that mimic the enzymes 
and you will slow down ageing. This is the theory that underpins much of today's multibillion-dollar 
trade in vitamins and anti-ageing supplements. 


The catch is that no matter how hard you try, you'll never eliminate all the free radicals. Even if you 
could, it might be harmful—our bodies need a certain number of free radicals to maintain their 
immune defences. Besides, the body's inbuilt defences against free radicals may be so good 
they're hard to improve on. Catalytic scavengers like EUK-8 and EUK-134 might help boost the 
weak defences of short-lived worms, but do nothing in people. Indeed, according to Stephen 
Helfand of the University of Connecticut, unpublished tests show that not even fruit flies respond to 
the drugs. 


And there are other signs that boosting defences against free radicals is not the key to eternal life. 
Two of the most important enzyme defenders are superoxide dismutase and catalase. Flies 
engineered to make more of these enzymes live at most 10 per cent longer and some even have 
shortened lives. When the same mutation pops up in human superoxide dismutase it leads not to a 
longer life but to the nerve disease amyotrophic lateral sclerosis. 


SEMI-STARVED RATS AND MICE LIVE UP TO 50 PER CENT LONGER, SO WE HUMANS 
SHOULD BE ABLE TO LIVE TO AROUND 120 SIMPLY BY COUNTING THE CALORIES 


Unlikely, but virtually impossible to prove or refute with hard evidence. The idea that if you eat less 
you'll produce fewer damaging free radicals (and hence age more slowly) has an alluring 
simplicity—and no basis in fact. Athletes burn calories at a very rapid rate but there's no evidence 
this leads to premature ageing or a shorter life. True, lean people are more likely to outlive their 
fuller-figured brethren, but only because they're more likely to exercise and be physically fit. 


So why does the tactic work so well in animals? One likely factor is that many strains of lab mice 
are genetically uniform and highly susceptible to lethal cancers later in life. Rationing their food 
seems to delay or prevent these cancers and hence extends their lifespan. But humans are not 
genetically uniform, and in old age we're more likely to die from cardiovascular diseases than 
cancer. 


Our bigger bodies are also likely to be less responsive to metabolic emergencies. When calories 
are in short supply, small mammals such as mice often slump into an energy-conserving state akin 
to hibernation—movement stops, body temperature plummets. This seems crucial to the mice 
living longer. Warming the animal house up often causes the cancers to return and lifespan to 
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shrink back to normal. Human bodies display nothing like the fickle temperature range of a small 
mammal. 


Another possibility is that caloric restriction can make people live longer, but only if the calories are 
cut to abnormally low levels. That could be so if caloric restriction works not by reducing the 
number of free radicals but by triggering a fundamental change in body chemistry—a change that 
boosts defences against all sorts of harmful agents, including free radicals. But scientists have no 
idea whether such a trigger exists. 


It's 13 years since teams in the US began feeding macaque monkeys severely restricted rations 
and comparing them with control animals. Now in their 20s, the monkeys are said to be in rude 
health—less prone to diabetes and cancer, less cholesterol in the blood. But since macaques have, 
in captivity, an average life expectancy of 27 years and a maximum lifespan of around 40 years, it 
will be a decade before we know for sure whether they're cheating old age—but genetic tests on 
their muscles suggest they're ageing at the normal rate. 


What's more, a macaque is not a person. That's why teams in the US are now gearing up to carry 
out the first long-term trials of caloric restriction in human volunteers. The initial aim is simply to 
see how people respond—in terms of behaviour as well as body chemistry—to eating so much 
less than their bodies really want. 


But even if caloric restriction did work, would people stick to their diets? People who try it often end 
up living mainly on watery vegetables and vitamin pills, with bananas a rare luxury. And an 
informal survey by the US-based Caloric Restriction Society found as many as 40 per cent of 
those on a severely restricted diet complaining they lacked energy. One dieter complained of 
"especially severe sensitivity to cold" in his hands and feet. A second reported "haemorrhoid 
discomfort, rectal bleeding and easily damaged skin"—"just brushing up against something slices 
my skin open". 


Some scientists are already talking about designing a drug that can somehow fool the body into 
thinking it's being semi-starved of calories even when it isn't. The problem with that idea is that we 
still don't know for sure why caloric restriction works. What's more, there's a very real possibility 
that giving your body a drug that makes it think it's being semi-starved (when it isn't) will simply 
make it hanker after extra helpings it doesn't need. And the result of that would be a fatter, shorter 
life instead of a longer, thinner one. 


GROWTH HORMONE SUPPLEMENTS CAN HELP FORESTALL AGEING AND KEEP OUR 
BODIES YOUNGER. THE HORMONE IS ALREADY SOLD ON THE INTERNET AS AN ANTI-
AGEING TREATMENT 


The levels of some important hormones, including growth hormone, do wane as we grow older, so 
it's tempting to suggest that supplementing them might slow down the ageing process. But if the 
latest research is anything to go by, it may actually shorten your lifespan. 


Ordinarily human growth hormone is produced by the pea-sized pituitary gland at the base of the 
brain. But it can also be manufactured in bacteria and injected. For decades such jabs were 
prescribed only for children with serious hormone deficiencies. Then in 1990 scientists gave 
injections to a dozen elderly men who over several weeks seemed to lose flab and regain hard 
muscle, taut skin and higher energy levels. Thus was born the idea that growth hormone jabs can 
help you defy ageing. 


Today business is booming for the nine separate companies that make human growth hormone 
worldwide, and tens of thousands of Americans are reported to be enthusiastic users. Incredibly, 
though, scientists still can't say whether the hormone has the power to rejuvenate ageing bodies. 
The 1990 research was merely a small pilot study. Only now are teams in the US giving growth 
hormone—or drugs designed to mimic it—to large groups of young and old adults. The results 
won't be clear for years. 


The same, unfortunately, can't be said for the dangers. Doctors have long issued warnings about 
the risks, and now the first reports are trickling into the medical journals of serious side-effects, 
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including voracious cancers among body builders who use growth hormone to bulk up their 
muscles. 


A further blow comes from people who are naturally deficient in the hormone. For years, doctors 
believed such people age fast and die young. Not so. Laron has been tracking groups of such 
patients for decades and his work shows that while most do go grey and wrinkly early in life, those 
who exercise and eat healthily also go on to have normal lifespans. 


In fact, far from making people live longer, Laron suspects that growth hormone shortens lifespans. 
Mice deficient in the hormone live up to 50 per cent longer, and so do fruit flies with mutations that 
prevent them from responding to the invertebrate version of the hormone. There's even evidence 
to suggest that with all other things being equal, shorter people, who have less growth hormone, 
live longer than tall people. What growth hormone offers may not be longevity at all but a tough 
choice between looking good today and living longer tomorrow. 


 
From issue 2309 of New Scientist magazine, 22 September 2001, page 26 


And now for the good news... 
 
Don’t despair.  True, we know of no pill or injection that can slow down ageing in people.  True, the 
best options for the future – free-radical scavengers and stringent dieting – seem unlikely to fulfil 
the high expectations being heaped upon them.  But even though the prospects are poor for 
extending human lifespans well into a second century, we can still increase our odds of living up to 
that limit.  That’s because you, not your genes, are in the driving seat when it comes to setting the 
probabilities for your own natural lifespan. 
 
Earlier this month, that view seemed to take a battering when a US team reported the discovery of 
a DNA signature on chromosome 4 that’s more common in centenarians and other long-lived 
members of their families (New Scientist, 1 September, p 5).  But whatever this genetic signature 
means, it’s hardly crucial: about half the centenarians studied didn’t carry it.  In the population as a 
whole, genes determine no more than about 25 per cent of any longevity difference between two 
people.  Someone who dies at 100 as opposed to 80 can, on average thank their lifestyle for 15 of 
the extra years and their genes for just 5. 
 
But if lifestyle is so important, what lifestyle is best?  Okinawa, a chain of islands stretching from 
Japan to Taiwan, holds some vital clues.  Its 1.3 million inhabitants have the longest life 
expectancy on the planet and include no fewer than 400 centenarians – nearly four times the 
percentage found in Western countries. 
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In Okinawa, people still get old and grey.  They’re just better at keeping all the usual life-
threatening symptoms of old age at bay.  Women have fewer hip fractures.  Heart problems and 
strokes come later or not at all.  Fewer people succumb to hormone-linked cancers such as breast, 
ovarian and prostate, while the rate of colon cancer is just half that found in the US or Britain. 
 
Since Okinawans who migrate to the West don’t keep their long life expectancy, genes cannot be 
the crucial factor.  So what’s special about the lifestyle?  Okinawans do not drink or smoke much 
and they eat little meat: three-quarters of their food comes from plants, with fruit, vegetables and 
fibre crossing their palates more often than fat or refined sugars.  On top of that, the islanders 
practise a cultural habit called “hara hachi bu”, which involves downing chopsticks at the first hint 
of fullness. 
 
There’s more to long life than just a healthy diet, though, insist the authors of the Okinawa 
Centenarian Study, a 25-year-old research programme funded by the Japanese government.  
Dancing, walking, gardening and gentle martial arts such as t’ai chi are all popular among the 
middle aged and elderly.  And instead of turning to alcohol or Prozac in times of stress, Okinawans 
meditate or rely on their families. 
 
Proving such factors are important to longevity is not going to be easy.  But even in the West, 
studies suggest that optimistic people tend to outlive pessimists, and religious types outlive 
atheists.  And of course the impact of diet is also evident in the West, in the longer lives of those 
who eat the Mediterranean way. 
 
So let’s say we all adopt the right lifestyle.  Can anti-ageing drugs help us live even longer?  It’s 
possible, but scientists may have to change their approach.  No one has found a central clock that 
dictates the rate of ageing in all tissues.  For a time, telomeres – tiny bits of DNA that protect the 
ends of our chromosomes – looked like just such a clock, since they shrink bit by bit as cells divide.  
But the evidence to date suggests that different tissues wear out at different rates and for different 
reasons.  As Richard Weindruch of the University of Wisconsin in Madison puts it: “The odds of 
finding one particular nutrient or drug to broadly retard ageing in all organs are not as good as the 
prospects of finding interventions that work on individual organs.”  
 
Weindruch and his team believe they’ve found the tool they need to develop such targeted 
interventions.  Until now, scientists have had no way of knowing whether an experimental drug 
might slow the ageing of, say, bone or muscle cells, because they’ve had no way to measure the 
age of a single cell or tissue. 
 
That’s where genetics can help.  As cells and tissues grow old, strange things happen to the 
thousands of genes that make them tick.  Some genes, active for decades, stop giving out 
instructions and fall silent; others that have lain dormant since birth suddenly spring to life.  This 
complex ebb and flow of gene activity is the most fundamental process of ageing – it is how we 
grow old deep inside our cells.  And now scientists can track the process using gene chips, slivers 
of glass that can measure the activities of staggering numbers of genes. 
 
In one study, Weindruch’s team looked at more than 6000 genes in muscle cells of 5-month old 
and 30-month old mice.  The activities of 58 genes more than doubled in the elderly mice, while 
another 55 genes were half as active.  Since then the team has used gene chips to track changes 
in ageing animal brains and even in human muscles.  The approach is also boosting the team’s 
efforts to find drugs and nutrients to slow down ageing in lab mice.  Previously, the researchers 
had to wait for the animals to die so they could measure their lifespan.  “Now,” says Weindruch, 
“we have a tool to measure the ageing process on an organ specific basis.” 
 
That will help enormously in testing the value of anti-ageing potions already being traded on the 
internet.  Not long ago, Weindruch’s team fed several such compounds, including vitamin E and 
co-enzyme Q, to mice and found little effect on lifespan.  That could be because the substances 
don’t work, but it could also mean that they benefit only certain tissues that aren’t usually the first 
to fail in mice.  Weindruch and his colleagues are now using gene chips to discover the answer. 
 
It may seem like a small, technical advance, but this ability to finger print the ageing process at the 
level of genes could soon transform the hunt for combinations of anti-ageing compounds.  In the 
long run, it may even help to change the very way we view the ageing process.  Instead of 
imagining a single line running from birth to death, we may have to start thinking of parallel tracks, 
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one for each major tissue and organ in the body, with our lifespan determined by the length of the 
shortest track.  The question, “How old are you?” will remain simple.  The answer much less so. 
 
Further reading:  The Quest for immortality by Jay Olshansky and Bruce Carnes (W. W. Norton, 
2001) 
 
Additional reporting by Lisa Melton, a science writer in residence at the Novartis Foundation in 
London 
 
 







OEBPS/js/jquery.cookie.js
/**
 * Cookie plugin
 *
 * Copyright (c) 2006 Klaus Hartl (stilbuero.de)
 * Dual licensed under the MIT and GPL licenses:
 * http://www.opensource.org/licenses/mit-license.php
 * http://www.gnu.org/licenses/gpl.html
 *
 */

/**
 * Create a cookie with the given name and value and other optional parameters.
 *
 * @example $.cookie('the_cookie', 'the_value');
 * @desc Set the value of a cookie.
 * @example $.cookie('the_cookie', 'the_value', { expires: 7, path: '/', domain: 'jquery.com', secure: true });
 * @desc Create a cookie with all available options.
 * @example $.cookie('the_cookie', 'the_value');
 * @desc Create a session cookie.
 * @example $.cookie('the_cookie', null);
 * @desc Delete a cookie by passing null as value. Keep in mind that you have to use the same path and domain
 *       used when the cookie was set.
 *
 * @param String name The name of the cookie.
 * @param String value The value of the cookie.
 * @param Object options An object literal containing key/value pairs to provide optional cookie attributes.
 * @option Number|Date expires Either an integer specifying the expiration date from now on in days or a Date object.
 *                             If a negative value is specified (e.g. a date in the past), the cookie will be deleted.
 *                             If set to null or omitted, the cookie will be a session cookie and will not be retained
 *                             when the the browser exits.
 * @option String path The value of the path atribute of the cookie (default: path of page that created the cookie).
 * @option String domain The value of the domain attribute of the cookie (default: domain of page that created the cookie).
 * @option Boolean secure If true, the secure attribute of the cookie will be set and the cookie transmission will
 *                        require a secure protocol (like HTTPS).
 * @type undefined
 *
 * @name $.cookie
 * @cat Plugins/Cookie
 * @author Klaus Hartl/klaus.hartl@stilbuero.de
 */

/**
 * Get the value of a cookie with the given name.
 *
 * @example $.cookie('the_cookie');
 * @desc Get the value of a cookie.
 *
 * @param String name The name of the cookie.
 * @return The value of the cookie.
 * @type String
 *
 * @name $.cookie
 * @cat Plugins/Cookie
 * @author Klaus Hartl/klaus.hartl@stilbuero.de
 */
jQuery.cookie = function(name, value, options) {
    if (typeof value != 'undefined') { // name and value given, set cookie
        options = options || {};
        if (value === null) {
            value = '';
            options.expires = -1;
        }
        var expires = '';
        if (options.expires && (typeof options.expires == 'number' || options.expires.toUTCString)) {
            var date;
            if (typeof options.expires == 'number') {
                date = new Date();
                date.setTime(date.getTime() + (options.expires * 24 * 60 * 60 * 1000));
            } else {
                date = options.expires;
            }
            expires = '; expires=' + date.toUTCString(); // use expires attribute, max-age is not supported by IE
        }
        // CAUTION: Needed to parenthesize options.path and options.domain
        // in the following expressions, otherwise they evaluate to undefined
        // in the packed version for some reason...
        var path = options.path ? '; path=' + (options.path) : '';
        var domain = options.domain ? '; domain=' + (options.domain) : '';
        var secure = options.secure ? '; secure' : '';
        document.cookie = [name, '=', encodeURIComponent(value), expires, path, domain, secure].join('');
    } else { // only name given, get cookie
        var cookieValue = null;
        if (document.cookie && document.cookie != '') {
            var cookies = document.cookie.split(';');
            for (var i = 0; i < cookies.length; i++) {
                var cookie = jQuery.trim(cookies[i]);
                // Does this cookie string begin with the name we want?
                if (cookie.substring(0, name.length + 1) == (name + '=')) {
                    cookieValue = decodeURIComponent(cookie.substring(name.length + 1));
                    break;
                }
            }
        }
        return cookieValue;
    }
};
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Commentary: Addiction potential of medicinal drugs 
Christine Heading, Associate Lecturer, Open University 
Much material in SD805 addresses the issue of ‘what is addiction?’, but in order to examine the 
pharmacological issues, the first question to answer is ‘what is a drug?’  
You will know that in everyday conversation, the word ‘drugs’ (often used in the plural when meant 
in the singular) is frequently used to refer exclusively to drugs being taken illegally. Furthermore, 
psychologists often use the term with an implicit understanding that they are referring to drugs that 
can alter behaviour. Depending on the context, medical/healthcare workers use the term to refer to 
either drugs used for therapy (medicinal drugs) or illegally used drugs of abuse. Pharmacologists, 
on the other hand, take an all-embracing view of drugs. They use the term to describe any molecule 
that produces a biological effect on living tissue. Such molecules are regarded as drugs regardless of 
their legal status, usage, abuse potential, or target system (e.g. cardiovascular, digestive, etc.). 
Crucially, pharmacologists include in their thinking the many hundreds of potential medicinal drugs 
that, at any one time, are in development.  
Reverting to the material already included in the course, you may have noted that virtually all of the 
drugs of addiction that have been mentioned have either been used by people for many centuries 
(e.g. alcohol, nicotine, morphine and cocaine), or are drugs that came into use no later than the 
1960s (e.g. benzodiazepines, amphetamines and barbiturates). Important exceptions to this 
generalization are derivatives of these relatively old drugs. Common knowledge, however, tells us 
that since the 1960s enormous strides have been made in the pharmacology of the central nervous 
system (CNS), and highly effective medicinal products have been successfully introduced for 
treating, or alleviating, conditions such as schizophrenia, depression, anxiety, Alzheimer’s disease, 
Parkinson’s disease, sleep disorders and migraine. Although some of these newer products can 
cause rebound effects on withdrawal, and with the proviso that exceptions can always occur, overall 
these products have little propensity for causing addiction. 
This low propensity for causing addiction is no accident and is the result of many factors. First, in 
the light of whatever knowledge is available at the time, new drug molecules are often specifically 
designed with the intention of avoiding the potential for addiction. Second, early in the development 
of all CNS drugs, animal studies are undertaken that are designed to detect any with the propensity 
to cause addiction, so that they can be ‘filtered’ out at an early stage. Pharmacologists believe that, 
by using a pragmatic approach, this can be done without too much difficulty. They take the view 
that when you strip away psychological and sociological issues (by using animals), and when 
dosage levels and dosage regimes are determined by experimenters, those drugs that are likely to 
cause dependence will show tolerance and/or withdrawal symptoms in animal studies. Several 
experimental models using different administration routes will be needed, and the phenomena may 
not be evident in every study.  
Mostly, the animal studies involve repeated administration of the drug to laboratory animals 
(usually rodents) and monitoring for signs of tolerance or withdrawal syndromes. 
Typically, a positive control is included in the study, and the effects of the test drug are compared 
with the positive, and sometimes a negative, controls. A good example is: 


Malmberg, A. B. and Yaksh, T. L. (1995) Effect of continuous intrathecal infusion of omega-conopeptides, N-
type calcium-channel blockers, on behaviour and antinociception in the formalin and hot-plate tests in rats, 
Pain, 60(1), pp. 83–90. 


Amongst the experiments reported in this paper are comparisons between SNX-111 (also known as 
ziconotide) and morphine. SNX-111 induced little or no tolerance in animals, and the findings were 
subsequently confirmed in other studies. Following successful completion of animal trials, the drug 
proceeded to clinical trials where tolerance and withdrawal potential were again monitored. A large 
number of clinical trials now confirm that SNX-111 has a powerful and highly significant analgesic 
effect against chronic and severe pain (Staats et al., 2004). It is expected that SNX-111 (ziconotide) 
will be launched for general medical use in the near future. 







Staats, P., Yearwood, T., Charapata, S., Presley, R., Wallace, M., Byas-Smith, M., Fisher, R., Bryce, D., 
Mangieri, E., Luther, R., Mayo, M., McGuire, D. and Ellis, D. (2004) Intrathecal ziconotide in the treatment of 
refractory pain in patients with cancer or AIDS: a randomized controlled trial, Journal of the American 
Medical Association, 291(1), pp. 63–70. 


As well as reporting experimental findings, this paper by Malmberg and Yaksh, cited above, refers 
to the mechanisms responsible for the actions and tolerance produced by opiates, and is a good 
source of references for reading on these topics. [Minor point: note that drugs are given reference 
numbers when first synthesized, e.g. SNX-111. If a new drug starts to look promising, it will be 
given a name (its generic name, e.g. ziconotide. Brand names are manufacturer- and sometimes 
country-specific, and are chosen much later.] 


Receptor theory and dependence 
A quick reminder, and extension, of the concepts of drug action at receptors covered earlier in the 
course may be helpful at this stage. The pioneer of microbiological chemotherapy, Paul Ehrlich, 
helped to introduce the concept of drug receptors when he commented: ‘Bodies are inactive unless 
affixed’. The essential feature of action at receptors is that when the normal physiological agent (the 
natural ligand) makes contact with the receptor, there is some biological outcome (e.g. change in 
membrane potential, opening of an ion channel, etc.). The effector (e.g. an enzyme) bringing about 
the outcome is often said to be coupled to the receptor. Most natural ligands have a high affinity for 
the receptor, which means their conformation allows them to fit and bond well with the chemical 
moieties that form the receptor site. By definition, the natural ligand is an agonist even if the 
outcome is a rather negative in physiological terms (e.g. membrane stabilization). An agent that 
stops the natural ligand from achieving its intentions is an antagonist. It may have a similar, greater 
or smaller affinity for the receptor site than the natural ligand, and in chemical terms it may bond 
reversibly or irreversibly with the receptor site. Partial agonists are another type of agent. These 
have affinity, but do not produce the same maximum effect (lower efficacy) as the natural ligand. 
They block access to the receptor by the natural ligand. To add to the complexity, most receptors 
come in different types and these types often have subtypes, so there can be a further issue of 
selectivity for receptor types and subtypes. 
To illustrate how a series of closely related molecules can be found to have different spectra of 
(beneficial) biological properties, and different propensities for causing addiction, we can look at 
the benzodiazepine drugs. This drug class is used medicinally to reduce anxiety, to induce sleep, to 
induce a unique form of amnesic anaesthesia, to relax skeletal muscle and to prevent or halt 
convulsions. Unfortunately, those class members with good anxiolytic and hypnotic properties tend 
to induce dependence. The following papers both serve as illustrations of studies involving different 
benzodiazepines having different actions at the same neurochemical receptor type (the GABA-A 
receptor):  


Longone, P., Impagnatiello, F., Guidotti, A. and Costa, E. (1996) Reversible modification of GABA-A 
receptor subunit mRNA expression during tolerance to diazepam-induced cognition dysfunction, 
Neuropharmacology, 35(9-10), pp. 1465–1473. 


Serra, M., Ghiani, C.A., Motzo, C., Porceddu, M. L. and Biggio, G. (1995) Antagonism of isoniazid-induced 
convulsions by abercarnil in mice tolerant to diazepam, Pharmacology, Biochemistry and Behavior, 52(2), pp. 
249–254. 


Unless you have a special interest, it may be sufficient to read just one of these papers. 
Nevertheless, even those readers who are reluctant to probe the technicalities of drug–receptor 
interactions should try to take away from these papers one central message. This is that the 
addiction potential of a molecule can be changed by structural changes that alter interactions 
between the molecule and its receptor sites.  
Those who wish to delve further into receptor studies will find plenty of material in the papers by 
Longone et al. and Serra et al., and the further paper given below: 







Harris, R. A., Mihic, S. J. and Valenzuela, C. F. (1998) Alcohol and benzo-diazepines: recent mechanistic 
studies, Drug and Alcohol Dependence, 51(1-2), pp. 155–164. 


This paper by Harris et al. draws attention to the similarities in actions of benzodiazepines and 
alcohol, and contains some material that may look rather formidable to those without a biochemical 
background. It is, though, well worth reading in order to get an overview, if not the detail, of the 
issues that are regarded as important. At this stage, it may be helpful to be aware that 
benzodiazepines and related compounds produce most of their pharmacological effects by 
allosterically positively modulating GABA-A receptors. What this means is that the 
benzodiazepines act at a spatially distinct site on the GABA-A receptor, which is close to the active 
site. When benzodiazepines attach themselves, they alter the consequences of the approach of the 
neurotransmitter GABA to the active site. The effect is enhancement of action, hence positive 
modulation.  
One attempt at distinguishing between different benzodiazepines has been on the basis of their 
different actions at GABA-A receptors, and they can be divided into full allosteric modulators 
(FAMs), selective allosteric modulators (SAMs) and partial allosteric modulators (PAMs) on the 
basis of efficacy, affinity and selectivity. The compounds compared in the papers by Longone et al. 
and Serra et al. include diazepam (a FAM), imidazoline (a PAM) and abercarnil (a SAM).  
Towards the end of the paper by Harris et al. (in Section 4, on p. 161) there is a brief mention of the 
existence of different types of benzodiazepine drug with different specificities, as described above. 


Receptor theory in relation to investigation and management of dependency 
The next three key papers are mostly concerned with known drugs of addiction. Although they have 
each been chosen to represent a different pharmacological aspect of drug addiction, they share a 
focus on events at receptor sites. The first of these papers is also the core paper.  


Childress, A. R. and O’Brien, C. P. (2000) Dopamine receptor partial agonists could address the duality of 
cocaine craving, Trends in Pharmacological Sciences, 21, pp. 6–9. 


This paper pursues the idea of partial agonists as possible aids in the treatment of cocaine craving, 
and presents a clear review of the therapeutic potential of this type of drug. The paper includes a 
review of data concerning a drug in development, which might be of a use in the management of 
cocaine craving. 


Ward, J., Hall, W. and Mattick, R. P. (1999) Role of maintenance treatment in opioid dependence, The Lancet, 
353(9148), pp. 221–225. 


This paper by Ward et al. offers a more clinical view of the importance of what happens at drug 
receptors. No in-depth understanding of receptor theory is needed to follow the thread of this paper. 
It is a clearly written review of opioid maintenance therapy, focusing especially on treatment with 
methadone. The essence of this type of therapy is the medicinal use of opioid analogues with a route 
of administration, duration of action, receptor selectivity and efficacy that differ from morphine and 
its derivatives (e.g. heroin). Methadone itself is an opiate agonist, and other agents mentioned are 
either antagonists or partial agonists. Agonism and antagonism at opiate receptors is rendered more 
complicated by individual drugs having different actions at the muw, delta and kappa opiate 
receptor sites, but it is the muw site that seems to be the key site so far as opiate dependence is 
concerned. [Minor point: note that the paper adopts the normal convention for scientific and good 
clinical journals and uses generic names for drugs (e.g. buprenorphine and naltrexone), not the 
brand names (e.g. Subutex and Nalorex).]  


Volkow, N. D., Wang, G-J., Fowler, J. S., Logan, J., Gatley, S. J., Gifford, A., Hitzemann, R., Ding, Y-S. and 
Pappas, N. (1999) Prediction of reinforcing responses to psychostimulants in humans by brain dopamine D2 
receptor levels, American Journal of Psychiatry, 156(9), pp. 1440–1443. 


This paper by Volkow et al. is included because it is typical of studies that can now be undertaken 
in humans, by looking at the number of receptors in selected brain areas. Using positron emission 







tomography the study examined inter-subject variability in receptor levels, and compared this with 
mood changes following administration of the dopamine re-uptake system blocker, 
methylphenidate. Receptors were labelled by the binding of an isotopically labelled ligand 
([11C]raclopride), which binds competitively and selectively to dopamine D2 and D3 receptors. Put 
another way, raclopride has selective affinity for the receptors, and competes with dopamine for 
access to the receptor sites.  
The parameters and indices used by Volkow et al. are explained in more detail in the second of the 
two papers listed below by the same authors, which includes a study in which competitive 
displacement of [11C]raclopride by endogenous dopamine is used to assess the amount of 
dopamine released under conditions where the dopamine re-uptake system is in rendered inactive. 


Concluding remarks 
In a short section such as this, only a limited number of concepts can be covered. However, the 
fundamental issues described are applicable to all drug actions and hence all drug addictions. 
Amongst the topics omitted are nicotine dependency, and the prospects for developing ‘vaccines’ 
that prevent addictive drugs implementing their actions. Papers covering these two topics are 
included in the list of supporting articles below, where an outline of the theme of each paper is 
included in square brackets. As well as being interesting in their own right, these supporting papers 
provide a starting point for any future literature search.  


Supporting articles 
Carrera, M. R. A., Ashley, J. A., Parsons, L. H., Wirsching, P., Koob, G. F. and Janda, K. (1995) Suppression of 
psychoactive effects of cocaine by active immunization, Nature, 378, pp. 727–730. [Active immunization against cocaine 
suppresses cocaine-induced locomotor activity and stereotyped behaviour in rats.] 


Kreek, M. J. (2001), Drug addictions: molecular and cellular endpoints, Annals of the New York Academy of Sciences, 
937, pp. 27–49.  


Kreek, M. J., LaFroge, K. S. and Butelman, E. (2002) Pharmacotherapy of Addictions, Nature Reviews Drug Discovery, 
1(9), pp. 710–726. 


Nestler, E. J. and Aghajanian, G. K. (1997) Molecular and cellular basis of addiction, Science, 278(3), pp. 58–63. 
[Includes a review of uncoupling of receptors during addiction.] 


Sanchez, C., Arnt, J., Costall, B., Kelly, M. E., Meier, E., Naylor, R. J. and Perregaard, J. (1997) The selective sigma2-
ligand Lu 28-179 has potent anxiolytic-like effects in rodents, Journal of Pharmacology and Experimental 
Therapeutics, 288(3), pp. 1323–1332. [Includes a comparison of test drug with benzodiazepines for anxiolytic effects, 
tolerance and withdrawal effects.] 


Thompson, G. H. and Hunter, D. A. (1998) Nicotine replacement therapy, Annals of Pharmacotherapy, 32(10), pp. 
1067–1075. [Includes the theory and practice of nicotine replacement therapy.] 


Volkow, N. D., Wang, G–J., Fowler, J. S., Gatley, J., Logan, J., Ding, Y-S., Dewey, S. L., Hitzeman, R., Gifford, A. N. 
and Pappas, N. R. (1999) Blockade of striatal dopamine transporters by intravenous methylphenidate is not sufficient to 
induce self-reports of high’, Journal of Pharmacology and Experimental Therapeutics, 288(1), pp. 14–20. [Pursues the 
theme of why methylphenidate induces a ‘high’, using PET scans with radiolabelled cocaine.] 


Volkow, N. D., Wang, G-J., Fowler, J. S., Logan, J., Gatley, J., Wong, C., Hitzemann, R. and Pappas, N. R. (1999) 
Reinforcing effects of psycho-stimulants in humans are associated with increases in brain dopamine and occupancy of 
D2 receptors, Journal of Pharmacology and Experimental Therapeutics, 291(1), pp. 409–415. [Continues the theme, 
mentioned in the text above, of dopamine receptor occupancy and the effects of psychostimulants.] 
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1 Genetic Strategies to Detect Genes Involved in Alcoholism and 
Alcohol–Related Traits 


Danielle M. Dick, Ph.D., and Tatiana Foroud, Ph.D. 


Danielle M. Dick, Ph.D., is a postdoctoral fellow, and Tatiana Foroud, Ph.D., is an associate 
professor, both in the Department of Medical and Molecular Genetics, Indiana University 
School of Medicine, Indianapolis, Indiana. 


Preparation of this manuscript was supported by National Institutes of Health grants P50–AA–
07611, AA–13358, and AA–00285.  


Researchers are using a variety of sophisticated approaches to identify genes that 
contribute to the development of alcoholism in humans or influence other alcohol–
related traits. These strategies include linkage approaches, which can identify broad 
chromosomal regions that are likely to contain genes predisposing to the disorder, and 
association approaches, which test the association between a particular marker allele 
and a specific outcome. Animal studies using diverse strategies can also help identify 
genes or DNA regions that influence alcohol–related traits in humans. The results of 
these analyses are likely to have implications for fields such as genetic counseling, 
gene therapy, and pharmacogenetics. Key words: genetic theory of AODU (alcohol and 
other drug use); genetic linkage; genetic correlation analysis; genetic screening method; 
genome; genetic trait; QTL (quantitative trait locus) mapping; mutation; AOD dependence 
potential; alcoholic beverage; DNA 


Alcoholism is one of the most common and costly health problems in the United States. 
Substantial evidence from family, twin, and adoption studies suggests that genetic factors 
play a role both in normal patterns of alcohol use and in alcohol use disorders (i.e., alcohol 
abuse and dependence). It is estimated that approximately 50 to 60 percent of the variance in 
alcohol dependence can be attributed to genetic factors (McGue 1999). Researchers are 
currently attempting to identify the specific genes involved in patterns of alcohol use and 
alcohol dependence. These efforts are complicated by the complex nature of alcoholism and 
its development. Thus, although studies have convincingly demonstrated that genes play a 
role in the development of alcoholism, the same studies have also provided strong evidence 
for the importance of environmental factors. The genetic and environmental factors likely 
interact to result in disease development (for a more detailed discussion of those interactions, 
see the article in this issue by Heath and Nelson, pp. 193–201). 


Despite these complexities, new developments in genetic technologies are enhancing 
scientists’ understanding of alcoholism. Several of these advances are described throughout 
this issue. This overview provides an introduction to some of the strategies currently being 
used to search for genes involved in alcoholism. It also discusses the implications of such 
basic genetic research for applied clinical practice. 


THE HUMAN GENOME 


In most cells of the human body, the genetic information is contained in 46 microscopic 
structures in the nucleus, called the chromosomes. The first 22 chromosomes are present in 
pairs, and the 23rd pair consists of either 2 X chromosomes (female) or an X and Y 
chromosome (male) (see figure 1A). The chromosomes are inherited from the parents, with 
each parent providing 1 set of 23 chromosomes. These chromosomes contain a large 
molecule called deoxyribonucleic acid (DNA) (see figure 1B). The DNA consists of four 
building blocks called nucleotides that are arranged in a specific order. This sequence of 
nucleotides encodes the genetic information necessary for the organism to develop and 
function. The DNA segments that determine those characteristics of an individual that are 
inherited from one generation to the next are called genes. Large areas of the DNA, however, 
do not appear to contain genes. Some of these regions help regulate the activity (i.e., 
expression) of genes; for other DNA segments the function is still unknown. Nevertheless, 
these “noncoding” DNA regions can provide important tools for the study of the genome, as 
described next. 







 


Figure 1 (A) A set of human chromosomes as seen under a microscope, 
containing 22 chromosome pairs (ordered according to size) and 2 sex 
chromosomes. In this case, the chromosomes were obtained from a male, as 
indicated by the presence of an X and a Y chromosome. (B) The structure of 
DNA. The DNA molecule is composed of two strands of building blocks that 
interact with each other. Each building block contains a chemical group called 
a base. There are four bases, adenine (A), cytosine (C), guanine (G), and 
thymine (T), in a sequence of paired bases. The base A on one strand always 
pairs with T on the opposite strand, and G always pairs with C. The sequence 
of these bases encodes the genetic information. (C) Microsatellite and single–
nucleotide polymorphism (SNP) markers. Microsatellite markers are short 
sequences of two to four bases (in this example, the bases T and A) that are 
repeated several times. The number of repeats differs among individuals, 
creating many different versions (i.e., alleles) of the marker for genetic 
analyses. For SNP markers, only a single base differs between individuals (in 
this case, the base T is changed to a C); thus, there are only two possible 
alleles of the SNP. 


Many variations in the DNA exist among the genes and noncoding DNA regions of different 
individuals. Such variants of a DNA sequence are called alleles. A DNA region for which 
several alleles exist is said to be polymorphic—that is, it exists in many forms. The 
identification of these variants has revolutionized the study of genetics because it allows 
researchers to study the inheritance of the alleles and to associate specific alleles with the 
presence of certain diseases. Several types of polymorphisms are commonly used for genetic 
analyses, including microsatellite markers and single–nucleotide polymorphisms (SNPs). 
Microsatellite markers are DNA sequences in which short motifs of two, three, or four 







person (see figure 1C). Microsatellite markers are typically found in noncoding DNA regions. 
SNPs consist of the exchange of single nucleotides in the DNA (see figure 1C) and can be 
found both in coding and noncoding DNA regions. If SNPs occur within a gene or within a 
DNA region controlling the activity of a gene, they can result in disease. However, many 
subtle changes in gene sequence—as well as many other DNA markers used in genetic 
analyses—have no apparent consequence. 


REVIEW OF EXPERIMENTAL GENETIC APPROACHES 


Linkage Approaches 


To identify as yet unknown genes involved in alcoholism and other disorders, investigators 
can search the entire genetic material (i.e., genome) by testing for linkage between 
polymorphic markers and the expression of the disorder or a related behavior. This means 
that, by studying families with several affected individuals, researchers analyze whether 
specific alleles of those markers are more commonly found in people with the disorder or 
behavior than in people without it. Using markers that are evenly spaced across all 
chromosomes, one can analyze the entire genome using this approach and thereby identify 
susceptibility genes with no, or only limited, prior knowledge about the mechanisms 
underlying the disease process. 


Studies using this approach initially focused on understanding the genetic mechanisms 
underlying disorders that are caused by defects in a single gene and for which the inheritance 
pattern could be clearly specified. These studies involved statistical tests called parametric 
linkage analyses, which use DNA markers to locate, or map, a disease gene to a particular 
chromosomal region. Such analyses led to the identification of the genes causing 
Huntington’s disease, cystic fibrosis, Duchenne muscular dystrophy, and hundreds of other 
genetic disorders.1 (1 A list of those disorders and genes can be found at the On–line 
Mendelian Inheritance in Man (OMIM) Web site at http://www3.ncbi.nlm.nih.gov/Omim/.) 


Alcoholism, however, is a complex disease, with multiple genetic and environmental factors 
contributing to the disorder. As a result, it may be impossible to specify a particular 
inheritance pattern of the disease. In this instance, researchers can use another type of 
statistical test called nonparametric linkage analysis as a powerful tool to identify genes 
involved in the disorder. This statistical approach, which does not require a specific model of 
how a disease is inherited, typically involves identifying families with many affected family 
members who are thought to have inherited genes that increase the susceptibility to the 
disease. 


All nonparametric linkage analyses are based on a concept called identity by descent (IBD) 
marker allele sharing (see figure 2). If siblings inherit the same marker allele from the same 
parent, the allele is called IBD. If the marker being tested is in close physical proximity to a 
gene influencing the disease or trait under study, then siblings who are similar for the trait 
would be expected to share more IBD marker alleles. Conversely, siblings who are dissimilar 
would be expected to exhibit fewer IBD marker alleles near the gene influencing the trait. 
More recently, nonparametric linkage methods have allowed the inclusion of more extended 
families beyond sibling pairs in the genetic analysis. Thus, more genetic information can be 
gained by studying more affected family members. Nonparametric linkage analyses can be 
used to study both traits that exist in an “either–or” fashion (i.e., qualitative traits, such as 
having or not having a disease) and traits that vary in severity along a continuum (i.e., 
quantitative traits, such as quantity or frequency of alcohol use).  
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Figure 2 Determination of identity by descent (IBD). For each 
nuclear family of two siblings and their parents, the illustration 
shows the genetic makeup of a marker with four variants (i.e., 
alleles). In the left panel, both siblings have inherited allele 1. 
However, the brother inherited allele 1 from the mother whereas 
his sister inherited allele 1 from the father. Therefore, they have 
no shared alleles (IBD = 0). In the middle panel, both siblings 
inherited allele 1 from the father (IBD = 1). In the right panel, 
both siblings inherited allele 2 from their father and allele 3 from 
their mother (IBD = 2). Siblings who are similar for a trait that is 
determined by a gene located close to the marker would be 
expected to share more alleles (i.e., have a higher IBD number) 
than siblings who are dissimilar for the trait. 
NOTE: Squares represent males and circles represent females. 


Association Studies and Candidate Genes 


Whereas linkage analyses can identify a broad chromosomal region that is likely to contain a 
gene contributing to a disorder or behavior, association analyses are able to more accurately 
pinpoint the gene or genes that influence an outcome. One of the most commonly employed 
experimental designs to identify genes contributing to a disease is that of candidate gene 
analysis, which seeks to test the association between a particular allele of the candidate gene 
and a specific outcome.  


A candidate gene typically is chosen because it is suspected to play a role in the disorder, 
either because researchers have some information about the gene’s function that might be 
related to the disease or because the gene lies in a DNA region that has already been linked 
to the disorder through linkage studies. In the future, researchers hope to be able to conduct 
genomewide association studies in which SNPs spaced across the entire genome are tested 
to identify potential associations with a disease, rather than having to focus on candidate 
regions or genes. Such an approach, however, is likely to require 50,000 to 300,000 SNPs to 
test all DNA regions for associations with a disease or trait. The identification of large 
numbers of SNPs spaced throughout the genome is already under way. In addition, 
researchers are currently developing new methods to make it feasible for genetic laboratories 
to determine a person’s DNA sequences (i.e., genotypes) for the large number of markers 
that will be required in genomewide association studies. Finally, new approaches to the 
statistical analysis of the vast amount of data resulting from such analyses are being 
developed, as studying such a large number of markers will create problems with multiple 
testing and increased potential for false positive results—problems that must be resolved 
before these strategies are feasible.  


Population–Based Association Studies. Many candidate gene studies use population–based 
association methods—that is, methods that compare the genes of groups of people. For 
example, in alcoholism research such analyses would involve two samples: a group of 
alcoholic patients and a control group of nonalcoholic people. Ideally, the two groups would 
be matched with respect to numerous factors (e.g., age and ethnicity) so that they differ only 
in disease status. The investigators would then compare the frequencies of various alleles of 
a marker (e.g., an SNP) within or near the candidate gene (see figure 3A). Evidence of 
differences in allele frequencies between the two groups is typically interpreted as evidence 
that the candidate gene contributes to alcoholism susceptibility.2 (2 In theory, significant 
differences in allele frequencies between the alcoholics and nonalcoholics also may be the 
result of linkage disequilibrium between the candidate gene and the true disease susceptibility 
gene, which is located within the chromosomal region, but is distinct from the candidate gene. 
This means that the candidate gene is not actually the causative mutation, but it is so close to 
the disease–causing mutation that the candidate gene and the disease mutation tend to be 
transmitted together during the formation of eggs or sperm.) 







 


Figure 3 (A) Design of case control studies. These analyses 
compare the frequencies of alleles in a population of unrelated 
cases (e.g., alcoholics) and a population of control subjects (e.g., 
nonalcoholics). In the example shown here, a marker with three 
different alleles is assessed. The analysis shows that allele 1 
occurs in 80 percent of the cases but only 20 percent of the 
control subjects. This finding suggests that allele 1 may be 
associated with disease susceptibility (e.g., susceptibility to 
alcoholism). (B) The transmission disequilibrium test (TDT) tests 
the hypothesis that a particular marker allele is more frequently 
transmitted to affected offspring from heterozygous parents. 
Again, a marker with three alleles is shown. In each of the three 
trios shown here, the father is heterozygous, carrying allele 2 
and either allele 1 or allele 3. The mothers are either 
homozygous and therefore can transmit only one allele to their 
offspring (and are thus not informative for the TDT test) or 
heterozygous. Because in all three cases shown here the 
affected offspring carry allele 2 from the father, that allele is likely 
to be associated with the disorder. Information from many trios is 
tabulated to evaluate the statistical significance of the TDT test. 
NOTE: Squares represent males and circles represent females. 


Because of their simplicity, population–based association studies of candidate genes have 
been widely used and perhaps abused. There are several major problems with this approach 
in alcoholism research. The first problem is the choice of candidate gene. Numerous 
biochemical pathways are likely to be involved in addictive behavior, including pathways 
related to alcohol metabolism. These pathways involve numerous enzymes and other 
molecules, and the genes encoding all of these molecules are therefore potential candidate 
genes. Thus, the number of candidate genes is large and increases daily with the application 
of new technologies to alcohol research. The second problem is that with a disorder that 
involves multiple genes, such as alcoholism, the effects of each gene are probably small. 
Therefore, large sample sizes in multiple populations are often required to detect such genes. 
Third, spurious associations between certain alleles and the disorder are likely to show up if 
the two samples (i.e., alcoholics and nonalcoholics) are not well matched with respect to 
important characteristics such as ethnicity.  


Family–Based Association Studies. To avoid the pitfalls of population–based association 
studies, Spielman and Ewens (1996) developed a family–based association test—the 
transmission disequilibrium test (TDT). The primary advantage of the TDT is that it avoids the 
necessity of including a matched control sample. As originally proposed, the TDT analyzes a 
nuclear trio consisting of an affected person and his or her parents (see figure 3B). For these 







gene. If each parent carries two different alleles of the marker gene, then one allele from each 
parent will be transmitted to the affected offspring and one allele will not be transmitted. 
Those alleles that have been transmitted from the parents to the affected offspring are 
considered the “affected” sample, and the remaining alleles are used as “control” sample. 
Using the information on the transmission of various alleles from many families, investigators 
can conduct statistical analyses to determine if a particular allele of the marker being tested is 
associated with disease development. Through the use of such a “within–family” design, the 
control sample of alleles is perfectly matched to the affected sample of alleles because both 
samples are transmitted from the same two parents. To expand the use of the TDT, 
researchers recently have begun to apply it to other designs, such as family–based 
association tests that include data from both affected and unaffected siblings or from even 
more extended pedigrees. In addition, the test has been extended to the analysis of 
quantitative traits in addition to qualitative traits.  


Animal Studies 


The use of animal models to study genes related to alcohol use and its consequences may 
provide important clues that will improve the efficiency of identifying genes underlying human 
alcohol–seeking behavior. For example, researchers can use animal lines that are well 
characterized with respect to alcohol–related behaviors to address genetic issues in 
populations that are genetically more homogeneous, because it is assumed that fewer genes 
are affecting the behavior of interest. Such an approach should make the isolation of 
candidate regions and genes faster and more efficient. Animal studies also allow breeding 
strategies that cannot be performed in humans. Another advantage of animal studies is the 
high degree of conservation of linked regions of genetic material across many species. This 
means that genes that are located close to each other on a given chromosome in humans are 
likely to be also located close to each other on one of the chromosomes in mice, rats, or other 
animals. As a result, researchers who identify a certain DNA region in mice as playing a role 
in alcohol–related behaviors can infer the approximate location of the corresponding DNA 
region on a human chromosome. 


Most mouse studies of alcohol preference have used two mouse strains called C57BL/6 (B6) 
and DBA/2 (D2) that differ greatly in their alcohol preference and, consequently, alcohol 
consumption. These two strains of mice are inbred, meaning that all animals from that strain 
are genetically identical and that for each gene, the animals carry two identical alleles (i.e., 
are homozygous). The consistent difference between the two strains in alcohol preference 
suggests that these strains carry different alleles at many of the genes influencing alcohol–
drinking patterns. These genes are often called quantitative trait loci (QTLs).  


Investigators have used a variety of breeding schemes to identify QTLs. For most of these 
schemes, the first step is to mate animals from the two progenitor lines. The progeny are 
called F1 offspring. If the progenitors have differing alleles at the relevant QTLs for the trait of 
interest, then the F1 progeny must carry one copy of each allele at all these QTLs (i.e., they 
are heterozygous for these QTLs). Moreover, all of the F1 animals are identical, both in their 
genetic makeup (i.e., their genotype) and in their observable behaviors or traits (i.e., their 
phenotype).  


Starting with the F1 animals, researchers can then use different breeding schemes for 
subsequent analyses. One approach is the F2 design. For this approach, the F1 offspring are 
intercrossed—that is, brothers and sisters are mated—to generate an F2 population. In the F2 
population, the alleles at the QTLs are said to be segregating, meaning that each F2 animal 
has a different combination of alleles at the loci contributing to the trait (see figure 4). This 
variability arises from the distribution of genetic material from parents to offspring as well as 
from a process called recombination that occurs during the specialized type of cell division 
that occurs when the egg and sperm are formed. Recombination is the exchange of genetic 
material between the two members of a chromosome pair. As a result, each individual of the 
F2 generation has a unique combination of the alleles found in the two progenitor strains. This 
diversity is reflected in the wide variation in the trait or behavior that is observed in the F2 
offspring. Therefore, the F2 sample is ideal for performing analyses to determine the location 
of QTLs on the chromosomes (i.e., QTL mapping studies).  







1. Two inbred strains (differentiated by 
colors) differ in numerous polymorphic 
regions and serve as progenitors for RI 
strains. 


2. Mating two inbred strains produces an F1 
generation, in which all animals are 
identical. The F1 animals have received one 
copy of each polymorphic region from each 
parent. 


3. F1 animals are mated to produce the F2 
generation. As a result of the recombination 
of genetic material that occurs during the 
production of sperm and egg cells in the F1 
generation, each animal of the F2 
generation shows a unique pattern of the 
progenitors’ genes. 


4. Sister–brother pairs of the F2 generation 
are mated. This inbreeding is repeated over 
several generations, eventually resulting in 
RI lines—that is, animals that are 
homozygous at each allele but possess 
unique recombinations of the genes that 
were polymorphic in the progenitors. These 
recombinations can be maintained by 
continued inbreeding. 


Figure 4 Schematic illustration of the F2 breeding design used in genetic analyses, and the 
generation of recombinant inbred (RI) lines. For the F2 design, animals from the F2 
generation are studied both for the trait under investigation and for their genetic makeup 
(i.e., genotype). Repeated inbreeding of the F2 animals results in the development of 
multiple RI lines. These lines differ in the composition of the genetic material inherited from 
the progenitors. However, all animals within an RI line are genetically identical.  


Another breeding strategy that is commonly used in inbred mouse studies is the backcross 
design. In this approach, the F1 offspring of two inbred progenitors are mated back to one of 
the progenitor inbred strains (i.e., are backcrossed), to generate a backcross generation. 
Compared with an F2 sample, the backcross offspring will not be as diverse with respect to 
their genotype or their phenotype.  


An alternative approach that is also commonly used to identify QTLs, particularly using the B6 
and D2 progenitors, is the analysis of recombinant inbred (RI) lines. To generate RI lines, 
brothers and sisters from the F2 generation are mated, and this inbreeding is continued for 20 
or more generations. As a result of the inbreeding, independent RI lines are created where all 
animals within an RI line are genetically identical but all RI lines are genetically distinct from 
one another (see figure 4). Nevertheless, the RI lines are all related to each other because 
they were derived from the same two progenitors. The RI approach can be a particularly 
cost–effective means to initially localize QTLs because the genotypes for many RI lines are 
known and readily available. Thus, an investigator only needs to test the trait(s) of interest in 
the animals of a set of RI lines and then correlate the trait results with the available genotypic 
data to identify putative QTLs.  


Although the RI approach requires less initial work than the F2 approach because sets of RI 
lines are commercially available, the method is limited by the number of available RI lines. 
Thus, for a given progenitor cross, typically 20 to 40 RI lines exist, meaning that an 
investigator has a sample of 20 to 40 different genotypes at a particular locus to assess for 
the trait of interest. In contrast, the F2 approach requires substantially more work, because 







both the phenotype and genotype must be determined for each animal as each F2 animal has 
a different genotype. The benefit of this approach is that the resulting sample size available 
for QTL studies is much larger than with RI strains, often in the hundreds or thousands. This 
large sample size allows for more powerful QTL mapping analyses. 


Studies using the B6 and D2 mice have identified QTLs contributing to a variety of 
alcoholism–related behaviors including alcohol preference, alcohol withdrawal, locomotor 
activation, and others (Belknap and Atkins 2001; Xu et al. 2002). (For more information on 
such studies, see the article in this issue by Phillips, pp. 202–207.) Other QTL studies have 
been conducted in two independently developed rat models of alcohol preference: (1) the 
alcohol preferring (P) and alcohol nonpreferring (NP) rats and (2) the high alcohol drinking 
(HAD) and low alcohol drinking (LAD) rats. These analyses have identified additional 
chromosomal regions that are likely to contain genes influencing alcohol preference.  


Once QTL regions have been identified, most studies have proceeded to utilize planned 
breeding combined with analyses of the genotypes of relevant DNA markers in successive 
generations to develop congenic lines. These are lines of animals in which a DNA region, 
such as a QTL, is transferred into the genome of another strain through a series of planned 
matings. One can generate several related congenic lines that carry different or overlapping 
parts of the original QTL, which allows researchers to substantially narrow down the DNA 
region that contains the relevant gene(s) (see figure 5). 


 


Figure 5 Development of a congenic line in which a quantitative 
trait locus (QTL) from the donor line is being bred into the 
recipient line. The blue and white areas represent genetic 
material inherited from the two progenitors. The F1 offspring of a 
cross between donor and recipient carries approximately 50 
percent of the genetic material from each parent. By repeatedly 
breeding the F1 animals and their offspring with the recipient line, 
the proportion of genetic material from the donor line becomes 
progressively less until only the QTL under investigation remains 
from the donor line. 


Another strategy that has been employed in animals to identify genes related to a given trait is 
to randomly introduce changes (i.e., mutations) into the animals’ genome. In this approach, 
mutant lines of mice are produced by injecting male animals with a substance called ethyl–
nitrosourea (ENU), which introduces DNA mutations throughout the animals’ genome (De 
Angelis et al. 2000). These males are then mated to normal female mice, and the resulting F1 
mice are tested with extensive screening protocols to identify those with abnormal traits. Mice 
with the desired trait are then bred to a known mouse strain for genetic linkage analyses to 
identify the genetic mutation causing the trait of interest. Because the order of the genes is 
very similar in mice and humans (and other mammals), the location of a mutation identified in 







genome, suggesting potential candidate genes for related traits in humans. The findings of 
such analyses can then be validated by studying animals in which the identified gene regions 
have been inactivated (i.e., knockout animals) or have been introduced artificially (i.e., 
transgenic animals). (For more information on knockout and transgenic animals, see the 
article by Phillips, pp. 202–207.) 


Thus far, this technique has primarily been used to identify genes that can cause a disease 
when they alone are mutated (i.e., single–gene mutations). By analyzing such randomly 
induced mutations on different genetic backgrounds, researchers eventually may be able to 
also identify genes that only modify the risk for a disease. Although ENU mutagenesis was 
met with great enthusiasm when it was first introduced, this technique has not yet been highly 
successful in mapping genes involved in complex traits, such as alcohol–related behaviors.  


FROM BASIC RESEARCH TO APPLIED CLINICAL SETTINGS 


The techniques to identify alcohol–related genes described in the preceding sections are still 
being developed and have yet to realize their full potential and identify genes contributing to 
alcoholism susceptibility. Nevertheless, clinicians and researchers are already considering the 
implications of such studies and their findings for alcoholics and their families. These 
implications range from genetic counseling to gene therapy and pharmacogenetics.  


Genetic Counseling 


As challenging as it will be to identify genes involved in alcohol dependence, decisions 
regarding the use and application of that knowledge will perhaps be even more challenging. 
How the information regarding genetic susceptibility to alcoholism (and other disorders) will 
be conveyed to and used by the public is still undetermined. These issues are especially 
complex because any genes found to be involved in alcoholism are not likely to cause the 
disease directly but only increase or decrease alcoholism susceptibility. Some of the issues 
that are likely to face alcohol researchers once they identify susceptibility genes can be 
illustrated using the example of Alzheimer’s disease (AD) and the apolipoprotein E (ApoE) 
gene. Several alleles of this gene exist, one of which—the E4 allele—is associated with an 
increased risk for AD. People carrying at least one E4 allele have an estimated lifetime risk of 
AD of approximately 30 percent, whereas the risk of AD is only 9 percent in people who carry 
no E4 allele (Post et al. 1997). However, most people who carry an E4 allele will never 
manifest the disease, and other people without an E4 allele can still develop AD. For this 
reason, screening people for the ApoE gene to determine their risk for AD has not been 
widely accepted in clinical practice, particularly for people who show no symptoms of the 
disease.  


A similar rationale might also apply to any potential genes identified as modifying the risk of 
alcoholism. However, alcoholism differs from AD in an important way: A person who knows 
that he or she is at risk for AD cannot take any measures to prevent the disease. People who 
know that they are at risk for alcoholism because of their genetic predisposition, in contrast, 
can make informed choices regarding their alcohol consumption and may thereby prevent the 
disorder. Accordingly, the identification of genes that predispose toward alcohol problems 
could be beneficial for providing individual–specific risk assessment and could potentially 
allow some people at higher risk for alcoholism to take preventive measures (i.e., remain 
abstinent).  


Gene Therapy  


Gene therapy is an experimental treatment in which normal genes are introduced into the 
body’s cells to correct or modify the cell’s function. This technique was first employed 
successfully in 1990 when it was used to treat severe combined immunodeficiency (SCID), a 
disease resulting from a deficiency of the enzyme adenosine deaminase (Anderson 1995). 
This enzyme normally converts a molecule called deoxyadenosine into another molecule 
called inosine. A person who inherits two defective alleles of the gene responsible for 
adenosine deaminase production cannot convert deoxyadenosine into inosine. This leads to 
the rapid accumulation of deoxyadenosine, which is then converted into a toxic product that 
kills white blood cells involved in fighting infections, resulting in an almost complete failure of 







the immune system and early death. To treat the disease, researchers removed white blood 
cells from affected patients, inserted a normal copy of the adenosine deaminase gene into 
those cells, and reintroduced the modified cells into the body’s circulation. The modified cells 
then could produce sufficient adenosine deaminase to prevent deoxyadenosine accumulation.
This kind of gene therapy is called somatic gene therapy.3 (3 Somatic cells are those cells that 
make up most of the body. Because they are not used for reproduction, like the germ cells, 
somatic cells and their genetic information are not passed on to the offspring.) It does not 
cure the disease, however, because the modified blood cells have only a relatively short life 
span and are continuously replaced by new, defective blood cells. Therefore, the patients 
require repeated, lifelong treatments.  


However, scientists predict that in the future, genetic intervention in the reproductive tissues 
(i.e., ovaries and testes) may be possible in which the malfunctioning gene will be replaced 
with a properly functioning gene in the germ cells (i.e., eggs and sperm). This kind of gene 
therapy is called germline gene therapy. It would ensure that the normal gene, rather than the 
abnormal gene, is passed on to the offspring. Such an approach will make gene therapy more 
efficient, because it frees not only the affected person but also his or her progeny from the 
burden of the genetic disease. Conversely, with current gene therapy one must treat affected 
people generation after generation. As of the year 2000, more than 300 protocols for gene 
therapy were submitted for review by the Center for Biologics Evaluation and Research, a 
division of the U.S. Food and Drug Administration.4 (4 A list of such protocols is available at 
http://www.fda.gov/cber/gene.htm.) 


The likelihood that gene therapy will be employed to modify the risk of alcohol dependence or 
other psychiatric disorders is unclear. Gene therapy is currently a complex and inefficient 
process, even when applied to disorders that result from a defect in a single gene. Gene 
therapy of disorders influenced by multiple genes as well as environmental factors is even 
less likely to be an efficient means of disease treatment or prevention.  


Pharmacogenetics 


New genetic findings also may have a large impact on the pharmaceutical industry (Roses 
2000). For many disorders, treatment with medications is currently a trial–and–error process 
in which a patient’s physician attempts to determine what particular medicine and dose is 
most effective for that patient. For example, substantial variability exists in patients’ responses 
to a given medication, with some patients failing to respond to medicines that are effective in 
other patients. Similarly, some patients experience severe adverse side effects from 
medications that are well tolerated by other patients. The new area of pharmacogenetics 
promises to make this trial–and–error process a thing of the past.  


Pharmacogenetics is the application of knowledge about a person’s genetic makeup to 
predict his or her response to a particular drug. Thus, in the future, physicians may be able to 
conduct genetic tests before prescribing a medication to determine whether the patient is 
likely to respond to the medication or to experience adverse side effects. To obtain this 
knowledge, researchers must compare large numbers of patients who do or do not respond to 
a medication, or who do or do not experience side effects. They must then analyze the DNA 
sequences of these differing populations to identify differences that predict the patients’ 
responses. In this way, a person’s DNA sequence profile can be used to tailor treatment to his
or her specific condition, even if the actual DNA sequences that are involved in the disorder 
are unknown. Some scientists have argued that the discovery of DNA sequence variants 
relevant to pharmacogenetic issues raises fewer ethical and legal concerns than do genetic 
analyses that attempt to identify genes associated with a disease. This is because physicians 
would not test patients for the presence of specific genetic mutations predisposing to a 
disease, which would be subject to numerous ethical issues. Instead, physicians would test 
for DNA sequence variants that predispose to certain medical responses (and which may, for 
example, be related to the person’s metabolism).  


CONCLUSIONS 


This review has provided an introduction to the tools currently available in the search for 
genes involved in complex disorders, such as alcoholism, as well as to the issues that likely 
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will be raised by the identification of those genes. This necessarily simplified overview should 
not convey the impression that the identification of such genes is straightforward. Indeed, 
many questions remain unanswered, including what study designs are most powerful, what 
analytic methods are best, and which alcoholism–related traits are most appropriate for 
analysis. This issue of Alcohol Research & Health explores several of these topics. Many 
more questions will be raised once genes contributing to alcohol dependence are actually 
identified. However, the identification of such genes can also yield great benefits. Thus, these 
genes and their gene products may provide the essential data leading to early intervention for 
people who are at risk for alcoholism because they have inherited susceptibility genes. In 
addition, enhanced genetic knowledge may lead to the development of more effective 
treatment of alcoholic patients through a better understanding of the biochemical pathways 
involved in disease development. 
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OEBPS/js/jquery.tablesorter.js
/*
 * 
 * TableSorter 2.0 - Client-side table sorting with ease!
 * Version 2.0.3
 * @requires jQuery v1.2.3
 * 
 * Copyright (c) 2007 Christian Bach
 * Examples and docs at: http://tablesorter.com
 * Dual licensed under the MIT and GPL licenses:
 * http://www.opensource.org/licenses/mit-license.php
 * http://www.gnu.org/licenses/gpl.html
 * 
 */
/**
 *
 * @description Create a sortable table with multi-column sorting capabilitys
 * 
 * @example $('table').tablesorter();
 * @desc Create a simple tablesorter interface.
 *
 * @example $('table').tablesorter({ sortList:[[0,0],[1,0]] });
 * @desc Create a tablesorter interface and sort on the first and secound column in ascending order.
 * 
 * @example $('table').tablesorter({ headers: { 0: { sorter: false}, 1: {sorter: false} } });
 * @desc Create a tablesorter interface and disableing the first and secound column headers.
 * 
 * @example $('table').tablesorter({ 0: {sorter:"integer"}, 1: {sorter:"currency"} });
 * @desc Create a tablesorter interface and set a column parser for the first and secound column.
 * 
 * 
 * @param Object settings An object literal containing key/value pairs to provide optional settings.
 * 
 * @option String cssHeader (optional) 			A string of the class name to be appended to sortable tr elements in the thead of the table. 
 * 												Default value: "header"
 * 
 * @option String cssAsc (optional) 			A string of the class name to be appended to sortable tr elements in the thead on a ascending sort. 
 * 												Default value: "headerSortUp"
 * 
 * @option String cssDesc (optional) 			A string of the class name to be appended to sortable tr elements in the thead on a descending sort. 
 * 												Default value: "headerSortDown"
 * 
 * @option String sortInitialOrder (optional) 	A string of the inital sorting order can be asc or desc. 
 * 												Default value: "asc"
 * 
 * @option String sortMultisortKey (optional) 	A string of the multi-column sort key. 
 * 												Default value: "shiftKey"
 * 
 * @option String textExtraction (optional) 	A string of the text-extraction method to use. 
 * 												For complex html structures inside td cell set this option to "complex", 
 * 												on large tables the complex option can be slow. 
 * 												Default value: "simple"
 * 
 * @option Object headers (optional) 			An array containing the forces sorting rules. 
 * 												This option let's you specify a default sorting rule. 
 * 												Default value: null
 * 
 * @option Array sortList (optional) 			An array containing the forces sorting rules. 
 * 												This option let's you specify a default sorting rule. 
 * 												Default value: null
 * 
 * @option Array sortForce (optional) 			An array containing forced sorting rules. 
 * 												This option let's you specify a default sorting rule, which is prepended to user-selected rules.
 * 												Default value: null
 *  
  * @option Array sortAppend (optional) 			An array containing forced sorting rules. 
 * 												This option let's you specify a default sorting rule, which is appended to user-selected rules.
 * 												Default value: null
 * 
 * @option Boolean widthFixed (optional) 		Boolean flag indicating if tablesorter should apply fixed widths to the table columns.
 * 												This is usefull when using the pager companion plugin.
 * 												This options requires the dimension jquery plugin.
 * 												Default value: false
 *
 * @option Boolean cancelSelection (optional) 	Boolean flag indicating if tablesorter should cancel selection of the table headers text.
 * 												Default value: true
 *
 * @option Boolean debug (optional) 			Boolean flag indicating if tablesorter should display debuging information usefull for development.
 *
 * @type jQuery
 *
 * @name tablesorter
 * 
 * @cat Plugins/Tablesorter
 * 
 * @author Christian Bach/christian.bach@polyester.se
 */

(function($) {
	$.extend({
		tablesorter: new function() {
			
			var parsers = [], widgets = [];
			
			this.defaults = {
				cssHeader: "header",
				cssAsc: "headerSortUp",
				cssDesc: "headerSortDown",
				sortInitialOrder: "asc",
				sortMultiSortKey: "shiftKey",
				sortForce: null,
				sortAppend: null,
				textExtraction: "simple",
				parsers: {}, 
				widgets: [],		
				widgetZebra: {css: ["even","odd"]},
				headers: {},
				widthFixed: false,
				cancelSelection: true,
				sortList: [],
				headerList: [],
				dateFormat: "us",
				decimal: '.',
				debug: false
			};
			
			/* debuging utils */
			function benchmark(s,d) {
				log(s + "," + (new Date().getTime() - d.getTime()) + "ms");
			}
			
			this.benchmark = benchmark;
			
			function log(s) {
				if (typeof console != "undefined" && typeof console.debug != "undefined") {
					console.log(s);
				} else {
					alert(s);
				}
			}
						
			/* parsers utils */
			function buildParserCache(table,$headers) {
				
				if(table.config.debug) { var parsersDebug = ""; }
				
				var rows = table.tBodies[0].rows;
				
				if(table.tBodies[0].rows[0]) {

					var list = [], cells = rows[0].cells, l = cells.length;
					
					for (var i=0;i < l; i++) {
						var p = false;
						
						if($.metadata && ($($headers[i]).metadata() && $($headers[i]).metadata().sorter)  ) {
						
							p = getParserById($($headers[i]).metadata().sorter);	
						
						} else if((table.config.headers[i] && table.config.headers[i].sorter)) {
	
							p = getParserById(table.config.headers[i].sorter);
						}
						if(!p) {
							p = detectParserForColumn(table,cells[i]);
						}
	
						if(table.config.debug) { parsersDebug += "column:" + i + " parser:" +p.id + "\n"; }
	
						list.push(p);
					}
				}
				
				if(table.config.debug) { log(parsersDebug); }

				return list;
			};
			
			function detectParserForColumn(table,node) {
				var l = parsers.length;
				for(var i=1; i < l; i++) {
					if(parsers[i].is($.trim(getElementText(table.config,node)),table,node)) {
						return parsers[i];
					}
				}
				// 0 is always the generic parser (text)
				return parsers[0];
			}
			
			function getParserById(name) {
				var l = parsers.length;
				for(var i=0; i < l; i++) {
					if(parsers[i].id.toLowerCase() == name.toLowerCase()) {	
						return parsers[i];
					}
				}
				return false;
			}
			
			/* utils */
			function buildCache(table) {
				
				if(table.config.debug) { var cacheTime = new Date(); }
				
				
				var totalRows = (table.tBodies[0] && table.tBodies[0].rows.length) || 0,
					totalCells = (table.tBodies[0].rows[0] && table.tBodies[0].rows[0].cells.length) || 0,
					parsers = table.config.parsers, 
					cache = {row: [], normalized: []};
				
					for (var i=0;i < totalRows; ++i) {
					
						/** Add the table data to main data array */
						var c = table.tBodies[0].rows[i], cols = [];
					
						cache.row.push($(c));
						
						for(var j=0; j < totalCells; ++j) {
							cols.push(parsers[j].format(getElementText(table.config,c.cells[j]),table,c.cells[j]));	
						}
												
						cols.push(i); // add position for rowCache
						cache.normalized.push(cols);
						cols = null;
					};
				
				if(table.config.debug) { benchmark("Building cache for " + totalRows + " rows:", cacheTime); }
				
				return cache;
			};
			
			function getElementText(config,node) {
				
				if(!node) return "";
								
				var t = "";
				
				if(config.textExtraction == "simple") {
					if(node.childNodes[0] && node.childNodes[0].hasChildNodes()) {
						t = node.childNodes[0].innerHTML;
					} else {
						t = node.innerHTML;
					}
				} else {
					if(typeof(config.textExtraction) == "function") {
						t = config.textExtraction(node);
					} else { 
						t = $(node).text();
					}	
				}
				return t;
			}
			
			function appendToTable(table,cache) {
				
				if(table.config.debug) {var appendTime = new Date()}
				
				var c = cache, 
					r = c.row, 
					n= c.normalized, 
					totalRows = n.length, 
					checkCell = (n[0].length-1), 
					tableBody = $(table.tBodies[0]),
					rows = [];
				
				for (var i=0;i < totalRows; i++) {
					rows.push(r[n[i][checkCell]]);	
					if(!table.config.appender) {
						
						var o = r[n[i][checkCell]];
						var l = o.length;
						for(var j=0; j < l; j++) {
							
							tableBody[0].appendChild(o[j]);
						
						}
						
						//tableBody.append(r[n[i][checkCell]]);
					}
				}	
				
				if(table.config.appender) {
				
					table.config.appender(table,rows);	
				}
				
				rows = null;
				
				if(table.config.debug) { benchmark("Rebuilt table:", appendTime); }
								
				//apply table widgets
				applyWidget(table);
				
				// trigger sortend
				setTimeout(function() {
					$(table).trigger("sortEnd");	
				},0);
				
			};
			
			function buildHeaders(table) {
				
				if(table.config.debug) { var time = new Date(); }
				
				var meta = ($.metadata) ? true : false, tableHeadersRows = [];
			
				for(var i = 0; i < table.tHead.rows.length; i++) { tableHeadersRows[i]=0; };
				
				$tableHeaders = $("thead th",table);
		
				$tableHeaders.each(function(index) {
							
					this.count = 0;
					this.column = index;
					this.order = formatSortingOrder(table.config.sortInitialOrder);
					
					if(checkHeaderMetadata(this) || checkHeaderOptions(table,index)) this.sortDisabled = true;
					
					if(!this.sortDisabled) {
						$(this).addClass(table.config.cssHeader);
					}
					
					// add cell to headerList
					table.config.headerList[index]= this;
				});
				
				if(table.config.debug) { benchmark("Built headers:", time); log($tableHeaders); }
				
				return $tableHeaders;
				
			};
						
		   	function checkCellColSpan(table, rows, row) {
                var arr = [], r = table.tHead.rows, c = r[row].cells;
				
				for(var i=0; i < c.length; i++) {
					var cell = c[i];
					
					if ( cell.colSpan > 1) { 
						arr = arr.concat(checkCellColSpan(table, headerArr,row++));
					} else  {
						if(table.tHead.length == 1 || (cell.rowSpan > 1 || !r[row+1])) {
							arr.push(cell);
						}
						//headerArr[row] = (i+row);
					}
				}
				return arr;
			};
			
			function checkHeaderMetadata(cell) {
				if(($.metadata) && ($(cell).metadata().sorter === false)) { return true; };
				return false;
			}
			
			function checkHeaderOptions(table,i) {	
				if((table.config.headers[i]) && (table.config.headers[i].sorter === false)) { return true; };
				return false;
			}
			
			function applyWidget(table) {
				var c = table.config.widgets;
				var l = c.length;
				for(var i=0; i < l; i++) {
					
					getWidgetById(c[i]).format(table);
				}
				
			}
			
			function getWidgetById(name) {
				var l = widgets.length;
				for(var i=0; i < l; i++) {
					if(widgets[i].id.toLowerCase() == name.toLowerCase() ) {
						return widgets[i]; 
					}
				}
			};
			
			function formatSortingOrder(v) {
				
				if(typeof(v) != "Number") {
					i = (v.toLowerCase() == "desc") ? 1 : 0;
				} else {
					i = (v == (0 || 1)) ? v : 0;
				}
				return i;
			}
			
			function isValueInArray(v, a) {
				var l = a.length;
				for(var i=0; i < l; i++) {
					if(a[i][0] == v) {
						return true;	
					}
				}
				return false;
			}
				
			function setHeadersCss(table,$headers, list, css) {
				// remove all header information
				$headers.removeClass(css[0]).removeClass(css[1]);
				
				var h = [];
				$headers.each(function(offset) {
						if(!this.sortDisabled) {
							h[this.column] = $(this);					
						}
				});
				
				var l = list.length; 
				for(var i=0; i < l; i++) {
					h[list[i][0]].addClass(css[list[i][1]]);
				}
			}
			
			function fixColumnWidth(table,$headers) {
				var c = table.config;
				if(c.widthFixed) {
					var colgroup = $('<colgroup>');
					$("tr:first td",table.tBodies[0]).each(function() {
						colgroup.append($('<col>').css('width',$(this).width()));
					});
					$(table).prepend(colgroup);
				};
			}
			
			function updateHeaderSortCount(table,sortList) {
				var c = table.config, l = sortList.length;
				for(var i=0; i < l; i++) {
					var s = sortList[i], o = c.headerList[s[0]];
					o.count = s[1];
					o.count++;
				}
			}
			
			/* sorting methods */
			function multisort(table,sortList,cache) {
				
				if(table.config.debug) { var sortTime = new Date(); }
				
				var dynamicExp = "var sortWrapper = function(a,b) {", l = sortList.length;
					
				for(var i=0; i < l; i++) {
					
					var c = sortList[i][0];
					var order = sortList[i][1];
					var s = (getCachedSortType(table.config.parsers,c) == "text") ? ((order == 0) ? "sortText" : "sortTextDesc") : ((order == 0) ? "sortNumeric" : "sortNumericDesc");
					
					var e = "e" + i;
					
					dynamicExp += "var " + e + " = " + s + "(a[" + c + "],b[" + c + "]); ";
					dynamicExp += "if(" + e + ") { return " + e + "; } ";
					dynamicExp += "else { ";
				}
				
				// if value is the same keep orignal order	
				var orgOrderCol = cache.normalized[0].length - 1;
				dynamicExp += "return a[" + orgOrderCol + "]-b[" + orgOrderCol + "];";
						
				for(var i=0; i < l; i++) {
					dynamicExp += "}; ";
				}
				
				dynamicExp += "return 0; ";	
				dynamicExp += "}; ";	
				
				eval(dynamicExp);
				
				cache.normalized.sort(sortWrapper);
				
				if(table.config.debug) { benchmark("Sorting on " + sortList.toString() + " and dir " + order+ " time:", sortTime); }
				
				return cache;
			};
			
			function sortText(a,b) {
				return ((a < b) ? -1 : ((a > b) ? 1 : 0));
			};
			
			function sortTextDesc(a,b) {
				return ((b < a) ? -1 : ((b > a) ? 1 : 0));
			};	
			
	 		function sortNumeric(a,b) {
				return a-b;
			};
			
			function sortNumericDesc(a,b) {
				return b-a;
			};
			
			function getCachedSortType(parsers,i) {
				return parsers[i].type;
			};
			
			/* public methods */
			this.construct = function(settings) {

				return this.each(function() {
					
					if(!this.tHead || !this.tBodies) return;
					
					var $this, $document,$headers, cache, config, shiftDown = 0, sortOrder;
					
					this.config = {};
					
					config = $.extend(this.config, $.tablesorter.defaults, settings);
					
					// store common expression for speed					
					$this = $(this);
					
					// build headers
					$headers = buildHeaders(this);
					
					// try to auto detect column type, and store in tables config
					this.config.parsers = buildParserCache(this,$headers);
					
					
					// build the cache for the tbody cells
					cache = buildCache(this);
					
					// get the css class names, could be done else where.
					var sortCSS = [config.cssDesc,config.cssAsc];
					
					// fixate columns if the users supplies the fixedWidth option
					fixColumnWidth(this);
					
					// apply event handling to headers
					// this is to big, perhaps break it out?
					$headers.click(function(e) {
						
						$this.trigger("sortStart");
						
						var totalRows = ($this[0].tBodies[0] && $this[0].tBodies[0].rows.length) || 0;
						
						if(!this.sortDisabled && totalRows > 0) {
							
							
							// store exp, for speed
							var $cell = $(this);
	
							// get current column index
							var i = this.column;
							
							// get current column sort order
							this.order = this.count++ % 2;
							
							// user only whants to sort on one column
							if(!e[config.sortMultiSortKey]) {
								
								// flush the sort list
								config.sortList = [];
								
								if(config.sortForce != null) {
									var a = config.sortForce; 
									for(var j=0; j < a.length; j++) {
										if(a[j][0] != i) {
											config.sortList.push(a[j]);
										}
									}
								}
								
								// add column to sort list
								config.sortList.push([i,this.order]);
							
							// multi column sorting
							} else {
								// the user has clicked on an all ready sortet column.
								if(isValueInArray(i,config.sortList)) {	 
									
									// revers the sorting direction for all tables.
									for(var j=0; j < config.sortList.length; j++) {
										var s = config.sortList[j], o = config.headerList[s[0]];
										if(s[0] == i) {
											o.count = s[1];
											o.count++;
											s[1] = o.count % 2;
										}
									}	
								} else {
									// add column to sort list array
									config.sortList.push([i,this.order]);
								}
							};
							setTimeout(function() {
								//set css for headers
								setHeadersCss($this[0],$headers,config.sortList,sortCSS);
								appendToTable($this[0],multisort($this[0],config.sortList,cache));
							},1);
							// stop normal event by returning false
							return false;
						}
					// cancel selection	
					}).mousedown(function() {
						if(config.cancelSelection) {
							this.onselectstart = function() {return false};
							return false;
						}
					});
					
					// apply easy methods that trigger binded events
					$this.bind("update",function() {
						
						// rebuild parsers.
						this.config.parsers = buildParserCache(this,$headers);
						
						// rebuild the cache map
						cache = buildCache(this);
						
					}).bind("sorton",function(e,list) {
						
						$(this).trigger("sortStart");
						
						config.sortList = list;
						
						// update and store the sortlist
						var sortList = config.sortList;
						
						// update header count index
						updateHeaderSortCount(this,sortList);
						
						//set css for headers
						setHeadersCss(this,$headers,sortList,sortCSS);
						
						
						// sort the table and append it to the dom
						appendToTable(this,multisort(this,sortList,cache));

					}).bind("appendCache",function() {
						
						appendToTable(this,cache);
					
					}).bind("applyWidgetId",function(e,id) {
						
						getWidgetById(id).format(this);
						
					}).bind("applyWidgets",function() {
						// apply widgets
						applyWidget(this);
					});
					
					if($.metadata && ($(this).metadata() && $(this).metadata().sortlist)) {
						config.sortList = $(this).metadata().sortlist;
					}
					// if user has supplied a sort list to constructor.
					if(config.sortList.length > 0) {
						$this.trigger("sorton",[config.sortList]);	
					}
					
					// apply widgets
					applyWidget(this);
				});
			};
			
			this.addParser = function(parser) {
				var l = parsers.length, a = true;
				for(var i=0; i < l; i++) {
					if(parsers[i].id.toLowerCase() == parser.id.toLowerCase()) {
						a = false;
					}
				}
				if(a) { parsers.push(parser); };
			};
			
			this.addWidget = function(widget) {
				widgets.push(widget);
			};
			
			this.formatFloat = function(s) {
				var i = parseFloat(s);
				return (isNaN(i)) ? 0 : i;
			};
			this.formatInt = function(s) {
				var i = parseInt(s);
				return (isNaN(i)) ? 0 : i;
			};
			
			this.isDigit = function(s,config) {
				var DECIMAL = '\\' + config.decimal;
				var exp = '/(^[+]?0(' + DECIMAL +'0+)?$)|(^([-+]?[1-9][0-9]*)$)|(^([-+]?((0?|[1-9][0-9]*)' + DECIMAL +'(0*[1-9][0-9]*)))$)|(^[-+]?[1-9]+[0-9]*' + DECIMAL +'0+$)/';
				return RegExp(exp).test($.trim(s));
			};
			
			this.clearTableBody = function(table) {
				if($.browser.msie) {
					function empty() {
						while ( this.firstChild ) this.removeChild( this.firstChild );
					}
					empty.apply(table.tBodies[0]);
				} else {
					table.tBodies[0].innerHTML = "";
				}
			};
		}
	});
	
	// extend plugin scope
	$.fn.extend({
        tablesorter: $.tablesorter.construct
	});
	
	var ts = $.tablesorter;
	
	// add default parsers
	ts.addParser({
		id: "text",
		is: function(s) {
			return true;
		},
		format: function(s) {
			return $.trim(s.toLowerCase());
		},
		type: "text"
	});
	
	ts.addParser({
		id: "digit",
		is: function(s,table) {
			var c = table.config;
			return $.tablesorter.isDigit(s,c);
		},
		format: function(s) {
			return $.tablesorter.formatFloat(s);
		},
		type: "numeric"
	});
	
	ts.addParser({
		id: "currency",
		is: function(s) {
			return /^[Â£$â�¬?.]/.test(s);
		},
		format: function(s) {
			return $.tablesorter.formatFloat(s.replace(new RegExp(/[^0-9.]/g),""));
		},
		type: "numeric"
	});
	
	ts.addParser({
		id: "ipAddress",
		is: function(s) {
			return /^\d{2,3}[\.]\d{2,3}[\.]\d{2,3}[\.]\d{2,3}$/.test(s);
		},
		format: function(s) {
			var a = s.split("."), r = "", l = a.length;
			for(var i = 0; i < l; i++) {
				var item = a[i];
			   	if(item.length == 2) {
					r += "0" + item;
			   	} else {
					r += item;
			   	}
			}
			return $.tablesorter.formatFloat(r);
		},
		type: "numeric"
	});
	
	ts.addParser({
		id: "url",
		is: function(s) {
			return /^(https?|ftp|file):\/\/$/.test(s);
		},
		format: function(s) {
			return jQuery.trim(s.replace(new RegExp(/(https?|ftp|file):\/\//),''));
		},
		type: "text"
	});
	
	ts.addParser({
		id: "isoDate",
		is: function(s) {
			return /^\d{4}[\/-]\d{1,2}[\/-]\d{1,2}$/.test(s);
		},
		format: function(s) {
			return $.tablesorter.formatFloat((s != "") ? new Date(s.replace(new RegExp(/-/g),"/")).getTime() : "0");
		},
		type: "numeric"
	});
		
	ts.addParser({
		id: "percent",
		is: function(s) { 
			return /\%$/.test($.trim(s));
		},
		format: function(s) {
			return $.tablesorter.formatFloat(s.replace(new RegExp(/%/g),""));
		},
		type: "numeric"
	});

	ts.addParser({
		id: "usLongDate",
		is: function(s) {
			return s.match(new RegExp(/^[A-Za-z]{3,10}\.? [0-9]{1,2}, ([0-9]{4}|'?[0-9]{2}) (([0-2]?[0-9]:[0-5][0-9])|([0-1]?[0-9]:[0-5][0-9]\s(AM|PM)))$/));
		},
		format: function(s) {
			return $.tablesorter.formatFloat(new Date(s).getTime());
		},
		type: "numeric"
	});

	ts.addParser({
		id: "shortDate",
		is: function(s) {
			return /\d{1,2}[\/\-]\d{1,2}[\/\-]\d{2,4}/.test(s);
		},
		format: function(s,table) {
			var c = table.config;
			s = s.replace(/\-/g,"/");
			if(c.dateFormat == "us") {
				// reformat the string in ISO format
				s = s.replace(/(\d{1,2})[\/\-](\d{1,2})[\/\-](\d{4})/, "$3/$1/$2");
			} else if(c.dateFormat == "uk") {
				//reformat the string in ISO format
				s = s.replace(/(\d{1,2})[\/\-](\d{1,2})[\/\-](\d{4})/, "$3/$2/$1");
			} else if(c.dateFormat == "dd/mm/yy" || c.dateFormat == "dd-mm-yy") {
				s = s.replace(/(\d{1,2})[\/\-](\d{1,2})[\/\-](\d{2})/, "$1/$2/$3");	
			}
			return $.tablesorter.formatFloat(new Date(s).getTime());
		},
		type: "numeric"
	});

	ts.addParser({
	    id: "time",
	    is: function(s) {
	        return /^(([0-2]?[0-9]:[0-5][0-9])|([0-1]?[0-9]:[0-5][0-9]\s(am|pm)))$/.test(s);
	    },
	    format: function(s) {
	        return $.tablesorter.formatFloat(new Date("2000/01/01 " + s).getTime());
	    },
	  type: "numeric"
	});
	
	
	ts.addParser({
	    id: "metadata",
	    is: function(s) {
	        return false;
	    },
	    format: function(s,table,cell) {
			var c = table.config, p = (!c.parserMetadataName) ? 'sortValue' : c.parserMetadataName;
	        return $(cell).metadata()[p];
	    },
	  type: "numeric"
	});
	
	// add default widgets
	ts.addWidget({
		id: "zebra",
		format: function(table) {
			if(table.config.debug) { var time = new Date(); }
			$("tr:visible",table.tBodies[0])
	        .filter(':even')
	        .removeClass(table.config.widgetZebra.css[1]).addClass(table.config.widgetZebra.css[0])
	        .end().filter(':odd')
	        .removeClass(table.config.widgetZebra.css[0]).addClass(table.config.widgetZebra.css[1]);
			if(table.config.debug) { $.tablesorter.benchmark("Applying Zebra widget", time); }
		}
	});	
})(jQuery);



OEBPS/js/jquery.columnmanager.js
/*

 * jQuery columnManager plugin

 * Version: 0.2.5

 *

 * Copyright (c) 2007 Roman Weich

 * http://p.sohei.org

 *

 * Dual licensed under the MIT and GPL licenses 

 * (This means that you can choose the license that best suits your project, and use it accordingly):

 *   http://www.opensource.org/licenses/mit-license.php

 *   http://www.gnu.org/licenses/gpl.html

 *

 * Changelog: 

 * v 0.2.5 - 2008-01-17

 *	-change: added options "show" and "hide". with these functions the user can control the way to show or hide the cells

 *	-change: added $.fn.showColumns() and $.fn.hideColumns which allows to explicitely show or hide any given number of columns

 * v 0.2.4 - 2007-12-02

 *	-fix: a problem with the on/off css classes when manually toggling columns which were not in the column header list

 *	-fix: an error in the createColumnHeaderList function incorectly resetting the visibility state of the columns

 *	-change: restructured some of the code

 * v 0.2.3 - 2007-12-02

 *	-change: when a column header has no text but some html markup as content, the markup is used in the column header list instead of "undefined"

 * v 0.2.2 - 2007-11-27

 *	-change: added the ablity to change the on and off CSS classes in the column header list through $().toggleColumns()

 *	-change: to avoid conflicts with other plugins, the table-referencing data in the column header list is now stored as an expando and not in the class name as before

 * v 0.2.1 - 2007-08-14

 *	-fix: handling of colspans didn't work properly for the very first spanning column

 *	-change: altered the cookie handling routines for easier management

 * v 0.2.0 - 2007-04-14

 *	-change: supports tables with colspanned and rowspanned cells now

 * v 0.1.4 - 2007-04-11

 *	-change: added onToggle option to specify a custom callback function for the toggling over the column header list

 * v 0.1.3 - 2007-04-05

 *	-fix: bug when saving the value in a cookie

 *	-change: toggleColumns takes a number or an array of numbers as argument now

 * v 0.1.2 - 2007-04-02

 * 	-change: added jsDoc style documentation and examples

 * 	-change: the column index passed to toggleColumns() starts at 1 now (conforming to the values passed in the hideInList and colsHidden options)

 * v 0.1.1 - 2007-03-30

 * 	-change: changed hideInList and colsHidden options to hold integer values for the column indexes to be affected

 *	-change: made the toggleColumns function accessible through the jquery object, to toggle the state without the need for the column header list

 *	-fix: error when not finding the passed listTargetID in the dom

 * v 0.1.0 - 2007-03-27

 */



(function($) 

{

	var defaults = {

		listTargetID : null,

		onClass : '',

		offClass : '',

		hideInList: [],

		colsHidden: [],

		saveState: false,

		onToggle: null,

		show: function(cell){

			showCell(cell);

		},

		hide: function(cell){

			hideCell(cell);

		}

	};

	

	var idCount = 0;

	var cookieName = 'columnManagerC';



	/**

	 * Saves the current state for the table in a cookie.

	 * @param {element} table	The table for which to save the current state.

	 */

	var saveCurrentValue = function(table)

	{

		var val = '', i = 0, colsVisible = table.cMColsVisible;

		if ( table.cMSaveState && table.id && colsVisible && $.cookie )

		{

			for ( ; i < colsVisible.length; i++ )

			{

				val += ( colsVisible[i] == false ) ? 0 : 1;

			}

			$.cookie(cookieName + table.id, val, {expires: 9999});

		}

	};

	

	/**

	 * Hides a cell.

	 * It rewrites itself after the browsercheck!

	 * @param {element} cell	The cell to hide.

	 */

	var hideCell = function(cell)

	{

		if ( jQuery.browser.msie )

		{

			(hideCell = function(c)

			{

				c.style.setAttribute('display', 'none');

			})(cell);

		}

		else

		{

			(hideCell = function(c)

			{

				c.style.display = 'none';

			})(cell);

		}

	};



	/**

	 * Makes a cell visible again.

	 * It rewrites itself after the browsercheck!

	 * @param {element} cell	The cell to show.

	 */

	var showCell = function(cell)

	{

		if ( jQuery.browser.msie )

		{

			(showCell = function(c)

			{

				c.style.setAttribute('display', 'block');

			})(cell);

		}

		else

		{

			(showCell = function(c)

			{

				c.style.display = 'table-cell';

			})(cell);

		}

	};



	/**

	 * Returns the visible state of a cell.

	 * It rewrites itself after the browsercheck!

	 * @param {element} cell	The cell to test.

	 */

	var cellVisible = function(cell)

	{

		if ( jQuery.browser.msie )

		{

			return (cellVisible = function(c)

			{

				return c.style.getAttribute('display') != 'none';

			})(cell);

		}

		else

		{

			return (cellVisible = function(c)

			{

				return c.style.display != 'none';

			})(cell);

		}

	};



	/**

	 * Returns the cell element which has the passed column index value.

	 * @param {element} table	The table element.

	 * @param {array} cells		The cells to loop through.

	 * @param {integer} col	The column index to look for.

	 */

	var getCell = function(table, cells, col)

	{

		for ( var i = 0; i < cells.length; i++ )

		{

			if ( cells[i].realIndex === undefined ) //the test is here, because rows/cells could get added after the first run

			{

				fixCellIndexes(table);

			}

			if ( cells[i].realIndex == col )

			{

				return cells[i];

			}

		}

		return null;

	};



	/**

	 * Calculates the actual cellIndex value of all cells in the table and stores it in the realCell property of each cell.

	 * Thats done because the cellIndex value isn't correct when colspans or rowspans are used.

	 * Originally created by Matt Kruse for his table library - Big Thanks! (see http://www.javascripttoolbox.com/)

	 * @param {element} table	The table element.

	 */

	var fixCellIndexes = function(table) 

	{

		var rows = table.rows;

		var len = rows.length;

		var matrix = [];

		for ( var i = 0; i < len; i++ )

		{

			var cells = rows[i].cells;

			var clen = cells.length;

			for ( var j = 0; j < clen; j++ )

			{

				var c = cells[j];

				var rowSpan = c.rowSpan || 1;

				var colSpan = c.colSpan || 1;

				var firstAvailCol = -1;

				if ( !matrix[i] )

				{ 

					matrix[i] = []; 

				}

				var m = matrix[i];

				// Find first available column in the first row

				while ( m[++firstAvailCol] ) {}

				c.realIndex = firstAvailCol;

				for ( var k = i; k < i + rowSpan; k++ )

				{

					if ( !matrix[k] )

					{ 

						matrix[k] = []; 

					}

					var matrixrow = matrix[k];

					for ( var l = firstAvailCol; l < firstAvailCol + colSpan; l++ )

					{

						matrixrow[l] = 1;

					}

				}

			}

		}

	};

	

	/**

	 * Manages the column display state for a table.

	 *

	 * Features:

	 * Saves the state and recreates it on the next visit of the site (requires cookie-plugin).

	 * Extracts all headers and builds an unordered(<UL>) list out of them, where clicking an list element will show/hide the matching column.

	 *

	 * @param {map} options		An object for optional settings (options described below).

	 *

	 * @option {string} listTargetID	The ID attribute of the element the column header list will be added to.

	 *						Default value: null

	 * @option {string} onClass		A CSS class that is used on the items in the column header list, for which the column state is visible 

	 *						Works only with listTargetID set!

	 *						Default value: ''

	 * @option {string} offClass		A CSS class that is used on the items in the column header list, for which the column state is hidden.

	 *						Works only with listTargetID set!

	 *						Default value: ''

	 * @option {array} hideInList	An array of numbers. Each column with the matching column index won't be displayed in the column header list.

	 *						Index starting at 1!

	 *						Default value: [] (all columns will be included in the list)

	 * @option {array} colsHidden	An array of numbers. Each column with the matching column index will get hidden by default.

	 *						The value is overwritten when saveState is true and a cookie is set for this table.

	 *						Index starting at 1!

	 *						Default value: []

	 * @option {boolean} saveState	Save a cookie with the sate information of each column.

	 *						Requires jQuery cookie plugin.

	 *						Default value: false

	 * @option {function} onToggle	Callback function which is triggered when the visibility state of a column was toggled through the column header list.

	 *						The passed parameters are: the column index(integer) and the visibility state(boolean).

	 *						Default value: null

	 *

	 * @option {function} show		Function which is called to show a table cell.

	 *						The passed parameters are: the table cell (DOM-element).

	 *						Default value: a functions which simply sets the display-style to block (visible)

	 *

	 * @option {function} hide		Function which is called to hide a table cell.

	 *						The passed parameters are: the table cell (DOM-element).

	 *						Default value: a functions which simply sets the display-style to none (invisible)

	 *

	 * @example $('#table').columnManager([listTargetID: "target", onClass: "on", offClass: "off"]);

	 * @desc Creates the column header list in the element with the ID attribute "target" and sets the CSS classes for the visible("on") and hidden("off") states.

	 *

	 * @example $('#table').columnManager([listTargetID: "target", hideInList: [1, 4]]);

	 * @desc Creates the column header list in the element with the ID attribute "target" but without the first and fourth column.

	 *

	 * @example $('#table').columnManager([listTargetID: "target", colsHidden: [1, 4]]);

	 * @desc Creates the column header list in the element with the ID attribute "target" and hides the first and fourth column by default.

	 *

	 * @example $('#table').columnManager([saveState: true]);

	 * @desc Enables the saving of visibility informations for the columns. Does not create a column header list! Toggle the columns visiblity through $('selector').toggleColumns().

	 *

	 * @type jQuery

	 *

	 * @name columnManager

	 * @cat Plugins/columnManager

	 * @author Roman Weich (http://p.sohei.org)

	 */

	$.fn.columnManager = function(options)

	{

		var settings = $.extend({}, defaults, options);



		/**

		 * Creates the column header list.

		 * @param {element} table	The table element for which to create the list.

		 */

		var createColumnHeaderList = function(table)

		{

			if ( !settings.listTargetID )

			{

				return;

			}

			var $target = $('#' + settings.listTargetID);

			if ( !$target.length )

			{

				return;

			}

			//select headrow - when there is no thead-element, use the first row in the table

			var headRow = null;

			if ( table.tHead && table.tHead.length )

			{

				headRow = table.tHead.rows[0];

			}

			else if ( table.rows.length )

			{

				headRow = table.rows[0];

			}

			else

			{

				return; //no header - nothing to do

			}

			var cells = headRow.cells;

			if ( !cells.length )

			{

				return; //no header - nothing to do

			}

			//create list in target element

			var $list = null;

			if ( $target.get(0).nodeName.toUpperCase() == 'UL' )

			{

				$list = $target;

			}

			else

			{

				$list = $('<ul></ul>');

				$target.append($list);

			}

			var colsVisible = table.cMColsVisible;

			//create list elements from headers

			for ( var i = 0; i < cells.length; i++ )

			{

				if ( $.inArray(i + 1, settings.hideInList) >= 0 )

				{

					continue;

				}

				colsVisible[i] = ( colsVisible[i] !== undefined ) ? colsVisible[i] : true;

				var text = $(cells[i]).text(), 

					addClass;

				if ( !text.length )

				{

					text = $(cells[i]).html();

					if ( !text.length ) //still nothing?

					{

						text = 'No label'; // GNS - was: 'undefined'

					}

				}

				if ( colsVisible[i] && settings.onClass )

				{

					addClass = settings.onClass;

				}

				else if ( !colsVisible[i] && settings.offClass )

				{

					addClass = settings.offClass;

				}

				var $li = $('<li class="' + addClass + '">' + text + '</li>').click(toggleClick);

				$li[0].cmData = {id: table.id, col: i};

				$list.append($li);

			}

			table.cMColsVisible = colsVisible;

		};



		/**

		 * called when an item in the column header list is clicked

		 */

		var toggleClick = function()

		{

			//get table id and column name

			var data = this.cmData;

			if ( data && data.id && data.col >= 0 )

			{

				var colNum = data.col, 

					$table = $('#' + data.id);

				if ( $table.length )

				{

					$table.toggleColumns([colNum + 1], settings);

					//set the appropriate classes to the column header list

					var colsVisible = $table.get(0).cMColsVisible;

					if ( settings.onToggle )

					{

						settings.onToggle.apply($table.get(0), [colNum + 1, colsVisible[colNum]]);

					}

				}

			}

		};



		/**

		 * Reads the saved state from the cookie.

		 * @param {string} tableID	The ID attribute from the table.

		 */

		var getSavedValue = function(tableID)

		{

			var val = $.cookie(cookieName + tableID);

			if ( val )

			{

				var ar = val.split('');

				for ( var i = 0; i < ar.length; i++ )

				{

					ar[i] &= 1;

				}

				return ar;

			}

			return false;

		};



        return this.each(function()

        {

			this.id = this.id || 'jQcM0O' + idCount++; //we need an id for the column header list stuff

			var i, 

				colsHide = [], 

				colsVisible = [];

			//fix cellIndex values

			fixCellIndexes(this);

			//some columns hidden by default?

			if ( settings.colsHidden.length )

			{

				for ( i = 0; i < settings.colsHidden.length; i++ )

				{

					colsVisible[settings.colsHidden[i] - 1] = true;

					colsHide[settings.colsHidden[i] - 1] = true;

				}

			}

			//get saved state - and overwrite defaults

			if ( settings.saveState )

			{

				var colsSaved = getSavedValue(this.id);

				if ( colsSaved && colsSaved.length )

				{

					for ( i = 0; i < colsSaved.length; i++ )

					{

						colsVisible[i] = true;

						colsHide[i] = !colsSaved[i];

					}

				}

				this.cMSaveState = true;

			}

			//assign initial colsVisible var to the table (needed for toggling and saving the state)

			this.cMColsVisible = colsVisible;

			//something to hide already?

			if ( colsHide.length )

			{

				var a = [];

				for ( i = 0; i < colsHide.length; i++ )

				{

					if ( colsHide[i] )

					{

						a[a.length] = i + 1;

					}

				}

				if ( a.length )

				{

					$(this).toggleColumns(a);

				}

			}

			//create column header list

			createColumnHeaderList(this);

        }); 

	};



	/**

	 * Shows or hides table columns.

	 *

	 * @param {integer|array} columns		A number or an array of numbers. The display state(visible/hidden) for each column with the matching column index will get toggled.

	 *							Column index starts at 1! (see the example)

	 *

	 * @param {map} options		An object for optional settings to handle the on and off CSS classes in the column header list (options described below).

	 * @option {string} listTargetID	The ID attribute of the element with the column header.

	 * @option {string} onClass		A CSS class that is used on the items in the column header list, for which the column state is visible 

	 * @option {string} offClass		A CSS class that is used on the items in the column header list, for which the column state is hidden.

	 * @option {function} show		Function which is called to show a table cell.

	 * @option {function} hide		Function which is called to hide a table cell.

	 *

	 * @example $('#table').toggleColumns([2, 4], {hide: function(cell) { $(cell).fadeOut("slow"); }});

	 * @before <table id="table">

	 *   			<thead>

	 *   				<th>one</th

	 *   				<th>two</th

	 *   				<th>three</th

	 *   				<th>four</th

	 *   			</thead>

	 * 		   </table>

	 * @desc Toggles the visible state for the columns "two" and "four". Use custom function to fade the cell out when hiding it.

	 *

	 * @example $('#table').toggleColumns(3, {listTargetID: 'theID', onClass: 'vis'});

	 * @before <table id="table">

	 *   			<thead>

	 *   				<th>one</th

	 *   				<th>two</th

	 *   				<th>three</th

	 *   				<th>four</th

	 *   			</thead>

	 * 		   </table>

	 * @desc Toggles the visible state for column "three" and sets or removes the CSS class 'vis' to the appropriate column header according to the visibility of the column.

	 *

	 * @type jQuery

	 *

	 * @name toggleColumns

	 * @cat Plugins/columnManager

	 * @author Roman Weich (http://p.sohei.org)

	 */

	$.fn.toggleColumns = function(columns, cmo)

	{

        return this.each(function() 

        {

			var i, toggle, di, 

				rows = this.rows, 

				colsVisible = this.cMColsVisible;



			if ( !columns )

				return;



			if ( columns.constructor == Number )

				columns = [columns];



			if ( !colsVisible )

				colsVisible = this.cMColsVisible = [];



			//go through all rows in the table and hide the cells

			for ( i = 0; i < rows.length; i++ )

			{

				var cells = rows[i].cells;

				for ( var k = 0; k < columns.length; k++ )

				{

					var col = columns[k] - 1;

					if ( col >= 0 )

					{

						//find the cell with the correct index

						var c = getCell(this, cells, col);

						//cell not found - maybe a previous one has a colspan? - search it!

						if ( !c )

						{

							var cco = col;

							while ( cco > 0 && !(c = getCell(this, cells, --cco)) ) {} //find the previous cell

							if ( !c )

							{

								continue;

							}

						}

						//set toggle direction

						if ( colsVisible[col] == undefined )//not initialized yet

						{

							colsVisible[col] = true;

						}

						if ( colsVisible[col] )

						{

							toggle = cmo && cmo.hide ? cmo.hide : hideCell;

							di = -1;

						}

						else

						{

							toggle = cmo && cmo.show ? cmo.show : showCell;

							di = 1;

						}

						if ( !c.chSpan )

						{

							c.chSpan = 0;

						}

						//the cell has a colspan - so dont show/hide - just change the colspan

						if ( c.colSpan > 1 || (di == 1 && c.chSpan && cellVisible(c)) )

						{

							//is the colspan even reaching this cell? if not we have a rowspan -> nothing to do

							if ( c.realIndex + c.colSpan + c.chSpan - 1 < col )

							{

								continue;

							}

							c.colSpan += di;

							c.chSpan += di * -1;

						}

						else if ( c.realIndex + c.chSpan < col )//a previous cell was found, but doesn't affect this one (rowspan)

						{

							continue;

						}

						else //toggle cell

						{

							toggle(c);

						}

					}

				}

			}

			//set the colsVisible var

			for ( i = 0; i < columns.length; i++ )

			{

				this.cMColsVisible[columns[i] - 1] = !colsVisible[columns[i] - 1];

				//set the appropriate classes to the column header list, if the options have been passed

				if ( cmo && cmo.listTargetID && ( cmo.onClass || cmo.offClass ) )

				{

					var onC = cmo.onClass, offC = cmo.offClass, $li;

					if ( colsVisible[columns[i] - 1] )

					{

						onC = offC;

						offC = cmo.onClass;

					}

					$li = $("#" + cmo.listTargetID + " li").filter(function(){return this.cmData && this.cmData.col == columns[i] - 1;});

					if ( onC )

					{

						$li.removeClass(onC);

					}

					if ( offC )

					{

						$li.addClass(offC);

					}

				}

			}

			saveCurrentValue(this);

		});

	};



	/**

	 * Shows all table columns.

	 * When columns are passed through the parameter only the passed ones become visible.

	 *

	 * @param {integer|array} columns		A number or an array of numbers. Each column with the matching column index will become visible.

	 *							Column index starts at 1!

	 *

	 * @param {map} options		An object for optional settings which will get passed to $().toggleColumns().

	 *

	 * @example $('#table').showColumns();

	 * @desc Sets the visibility state of all hidden columns to visible.

	 *

	 * @example $('#table').showColumns(3);

	 * @desc Show column number three.

	 *

	 * @type jQuery

	 *

	 * @name showColumns

	 * @cat Plugins/columnManager

	 * @author Roman Weich (http://p.sohei.org)

	 */

	$.fn.showColumns = function(columns, cmo)

	{

        return this.each(function() 

        {

			var i,

				cols = [],

				cV = this.cMColsVisible;

			if ( cV )

			{

				if ( columns && columns.constructor == Number ) 

					columns = [columns];



				for ( i = 0; i < cV.length; i++ )

				{

					//if there were no columns passed, show all - or else show only the columns the user wants to see

					if ( !cV[i] && (!columns || $.inArray(i + 1, columns) > -1) )

						cols.push(i + 1);

				}

				

				$(this).toggleColumns(cols, cmo);

			}

		});

	};



	/**

	 * Hides table columns.

	 *

	 * @param {integer|array} columns		A number or an array of numbers. Each column with the matching column index will get hidden.

	 *							Column index starts at 1!

	 *

	 * @param {map} options		An object for optional settings which will get passed to $().toggleColumns().

	 *

	 * @example $('#table').hideColumns(3);

	 * @desc Hide column number three.

	 *

	 * @type jQuery

	 *

	 * @name hideColumns

	 * @cat Plugins/columnManager

	 * @author Roman Weich (http://p.sohei.org)

	 */

	$.fn.hideColumns = function(columns, cmo)

	{

        return this.each(function() 

        {

			var i,

				cols = columns,

				cV = this.cMColsVisible;

			if ( cV )

			{

				if ( columns.constructor == Number ) 

					columns = [columns];

				cols = [];



				for ( i = 0; i < columns.length; i++ )

				{

					if ( cV[columns[i] - 1] || cV[columns[i] - 1] == undefined )

						cols.push(columns[i]);

				}

				

			}

			$(this).toggleColumns(cols, cmo);

		});

	};

})(jQuery);





